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where K is the number of clusters, C' is the number of true classes, p(my, 7.) is
the joint probability distribution between the k' cluster and the ¢ true class,
and p(m) and p(7.) are the marginal distributions. Mutual information can be
applied for testing independence between variables [22], labeling clusters [23], and
evaluating the clustering algorithm performance [4]. Mutual information takes
values greater than or equal zero and does not have an upper limit. To obtain
a value between 0 and 1, mutual information is divided over the entropy of the

cluster H(m) and the entropy of the class H(7) defined in Sec. 3.3.

3.3 Normalized Mutual Information

After obtaining the clustering results, we use Normalized Mutual Information
(NMI) to evaluate the performance of each clustering method. NMI, denoted
by (, is calculated using a confusion matrix, whose entry n,(:) at (k, c), represents

the number of points in the identified cluster k and true class ¢ by:
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H(m)+ H(T)

(3.2)

where C' is the number of classes, K is the number of clusters, ng, n'®, and n are
the number of points in cluster &, the number of points in class ¢, and the sample

size, respectively, H(m) = — S 0 2 Jog™k, and H(T) = _Zc_ 19 159
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NMI value ranges from zero to one. High NMI values indicate that the true
class labels and identified clusters are consistent. That is, most of the observed
points belong to the same class are clustered in the same cluster [4]. It is important
to note that NMI is a nonlinear measure of the performance. That is, if half of the

data is correctly clustered, a linear criterion will score 0.5. However, NMI’s score
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