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Abstract 
 

A Statistical Fetch Model for Water Wave Glint Correction Using WorldView-3 

Imagery 

 

Author: Amanda Quintanilla 

Advisor: Charles R. Bostater, Ph.D. 

Sun glint in satellite imagery of the water surface contaminates the 

upwelling signal received by a detector. Many models exist that attempt to correct 

for this wave facet effect and phenomena. In this work a model for sun glint 

correction is created using the comparison of image transects between two nearly 

simultaneously collected images of the same area, although with differing sensor 

geometry. One image utilized in this research is almost entirely glint free while the 

other is contaminated by water wave facet glint. Although many models for 

removing sun glint exist based on various techniques, none are completely 

accurate, and there is always a need to improve our understanding of this 

phenomena and to decontaminate the sun glint pixels. The model developed in this 

research is based on the statistical properties of the images related to azimuth 

angles, fetch distances, wind speed and direction, and other factors in attempt to 

test a new mathematical model for sun glint removal. 
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1. Introduction 

 
1.1 General 

Remote sensing involves the collection of data on a subject acquired from a 

distance away from the subject. There are a multitude of subjects that cannot be 

properly studied as a whole unless they are observed by remotely collecting data, 

such as large bodies of water, large scale areas of vegetation or forests, and even 

other planets and celestial bodies. Obtaining and analyzing remotely sensed 

imagery of large bodies of water in particular is an important tool for understanding 

properties of the water and what lies beneath the sea surface. Properties of a water 

column such as the composition of the bottom substrate, concentrations of certain 

substances like mg/L of chlorophyll, mg/L of dissolved organic matter and 

suspended sediments in the water column, amongst other variables can be 

estimated through the study of remotely sensed imagery. One major obstacle to 

extracting useful information from image pixels is the presence of sun glint, which 

contaminates the signal being received by a sensor looking at the water surface. 

1.2 Sun Glint 

Sun glint is a term that refers to the occurrence of light from the sun being 

directly reflected off the sea surface to the detector/sensor of an instrument mostly 

due to wind driven waves, thus contaminating pixels in images with light that is not 
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being emitted from below water itself. Sun glint is subsequently a function of the 

state of the sea surface as well as the sun and sensor geometry at the time an image 

is acquired. Wind wave facets are very important factors in sun glint. Some 

instruments will attempt to avoid a majority of wave induced sun glint by choosing 

a specific flight pattern and/or direction. Figure 1.1 (Kay, 2009) shows the 

components of light that make up the signal received by a detector or sensor. 
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Figure 1.1: In this figure, A is due to light scattered in the atmosphere that reaches 

the detector, B is due to light scattered in the atmosphere that reaches the sea 

surface and then reflects to the detector (sky glint), C is due to light reflected from 

whitecaps (bright white foam from breaking waves), D is light from the sun that 

directly reflects off the sea surface to the detector, and E is light from the sun that is 

transmitted through the atmosphere and sea surface and then emitted back out 

towards the detector (Kay, 2009). 
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As shown in component D of figure 1.1, sun glint is the part of the signal 

received by the detector that is examined and modeled in this thesis. The amount of 

sun glint that reaches a detector in an image with a fixed sun and sensor zenith 

would be dependent on the state of the sea surface reflecting the glint light, which 

is a product of various factors including wind speed and direction and the fetch 

distance and duration. 

 

1.3 Research Goals and Outcomes 

 The goal of this research was to ascertain whether a reliable and applicable 

sea surface sun glint statistical model could be created using the “residuals” 

between two satellite images taken with a small time lag, wherein one of the 

images is largely contaminated by glint and the other is almost entirely glint free. 

To attain this, several goals were outlined as described below. 

Model Building Goals 

1. Obtain WorldView-3 Imagery from DigitalGlobe. 

2. Use ENVI software to radiometrically correct imagery and to calculate water 

surface reflectance from the upwelling radiance. 
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3. Create image fetch distance transects using ENVI software. 

4. Linearize the logistic growth of the reflectance due to fetch using non-linear 

statistical methods. 

5. Use Systat to perform regression to estimate optimal coefficients from physically 

based mathematical models of reflectance. 

6. Understand viewing geometry of both images as well as all parameters that 

would influence the occurrence and amount of sun glint present in a pixel. 

7. Analyze coefficients in a physically based equation to help explain which glint 

inducing factors cause the variance of the glint. 

8. Formulate a mathematical expression or model that can be applied generally to 

other imagery. 

9. Compare other selected glint correction methods to the images the model is 

based on. 

10. Create an assessment of the effectiveness of the model. 
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2. Background 

 

2.1 Remote Sensing of Spectral Signatures of Water 

Bodies 

As mentioned previously, remote sensing science entails the process of 

gathering data on a subject from a distance. Utilizing satellites or airborne sensors 

to remotely sense data of bodies of water bodies allows one to collect spectral 

reflectance signatures of a water column and therefore study what is present in the 

water. The primary factors that influence the distinctive shape of a spectral 

signature of a column of water are the water column depth, levels of dissolved 

organic matter, levels of suspended sediments, level of chlorophyll, and the 

makeup of the bottom of the water column (e.g., sand, coral, sea grass) (Bostater 

and Huddleston 2000). By understanding how characteristic changes to a water 

column surface reflectance signature is altered due to each of these components 

could lead to determining, what constituents are in a given column of water and/or 

what is underlying the water at the water bottom. This important area of study has a 

variety of possible applications, such as assessing ecosystem health, monitoring 

water quality based on concentrations of substances (Adjovu 2023) or studying 

phenomena such as harmful algal blooms in water, as well as detecting submerged 
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vegetation or other bottom textures. Figure 2.1 shows modeled spectral signatures 

of pure water (no concentrations of chlorophyll, suspended sediments, or dissolved 

organic matter) with different bottom compositions created using python based on 

the two-flow model detailed in “Advancement of an optical remote sensing model 

to simulate the underwater light field” by Bostater et al. (Bostater, 1997). These 

were modeled for this research using bottom reflectance collected in clear 

Caribbean Sea waters (Bostater, 2000). 
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Figure 2.1: Five bottom type spectral signatures modeled for a 10 meter depth of 

pure water. Showing water surface irradiance on the y axis and wavelength on the x 

axis. Different bottom types can be seen to produce unique characteristics in water 

surface spectral reflectance signature. 
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As seen in figure 2.1, the presence of certain features can produce unique 

water surface reflectance spectral signatures of water columns knowing how 

bottom reflectance features influence the water surface. Modeling such as the above 

allows one to better understand and analyze spectral signatures obtained from 

satellite imagery. These signatures change due to the presence of sun glint due to 

wave facets. If a given pixel is contaminated by the presence of glint, true 

information about the upwelling underwater light field can be misunderstood. Thus 

a feature in a spectral signature due to the presence of a certain substance or bottom 

type may be obscured by the saturation of reflectance due to glint. When large 

areas of an image are contaminated by glint, it can become entirely unusable. This 

can create problems when conducting any sort of research using satellite imagery, 

as it is costly to purchase imagery and, in some cases, difficult to obtain imagery of 

a specified location of interest on multiple occasions. According to Landinfo 

Worldwide Mapping (Land Info, 2018), ordering archival imagery for WV-3 would 

cost $19 per sq. km. if purchasing panchromatic and multispectral bands, with a 

minimum order area of 25 sq. km. and a 2 km order width. If looking to purchase 

imagery of a new area not within archives, costs increase even more. A bundle of 

panchromatic and multispectral bands would cost $29 per sq. km. with a minimum 

order area of 100 sq. km. and a minimum order width of 5 km (Land Info, 2018). 
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For these reasons it is in a researchers best interest to ensure that sun glint can be 

avoided or corrected as much as possible. 
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2.2 Existing Sun Glint Correction Methods 

Various methods are currently implemented for the removal of sun glint 

from satellite imagery of the sea surface. As discussed in Kay et al. (Kay, 2009), 

there are two major versions of glint correction commonly used on oceanic imagery 

depending on the resolution of the satellite and location of the imagery: using 

statistical models or using Near Infrared (NIR) band signal. Currently, statistical 

models can only moderately correct glint for larger resolution images of the open 

ocean at a pixel scale of approximately 100 to 1,000 meters due to their large error. 

Otherwise, to attempt a correction of oceanic imagery at a smaller resolution and 

away from open ocean conditions, typically one employs correction methods using 

a NIR wavelengths. These methods, however, are also generally limited to near 

shore imagery. But water features actually change within resolutions smaller than 

approximately 10 meters.  

For correction methods using statistical methods, factors such as wind speed 

and direction and sensor and sun geometry are used to estimate the probability that 

the sea surface orientation will create sun glint. Following this, an estimate is made 

of the magnitude of sun glint in a pixel and this is subtracted from the pixel’s 

reflectance. These methods have been applied to SeaWiFS imagery on the SeaStar 

spacecraft, POLDER instruments launched on several French satellites, OCTS on 
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the ADEOS Japanese satellite, MERIS on ENVISAT, and GLI on the Japanese 

ADEOS-2 satellite (Kay, 2009).  

Additional statistical modeling correction methods employ statistical 

models of sea surface roughness after Cox and Munk (Cox, 1954). Cox and Munk 

created a PDF (Probability Distribution Function) of sea surface slopes based on a 

series of 29 aerial photos. They found that sun glint intensity data was 

approximately Gaussian in shape. This knowledge is used to determine the 

probability that the sea surface will be oriented to cause sun glint using wind speed 

and direction. This probability is then used to predict the amount of sun glint for a 

given wind vector and sun and sensor position. All of the aforementioned 

instruments have used a variation of the Cox and Munk model for their sun glint 

correction given by: 

 

 

2.1 

 

Where p is the probability index, 𝜉 is a standardized slope component in the 

x and crosswind directions, 𝜂 is a standardized slope component in the y and 

downwind directions, and all instances of c are a skewness coefficients. Using 

Equation 2.1 obtained from laws of reflection with the wind dependent PDF slopes 
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that they created, Cox and Munk were able to create a model predicting the amount 

of sun glint present in a pixel given by: 

 𝑚𝑠𝑠 =  𝜎𝑤
2 + 𝜎𝑐

2 = 0.003 + 0.00512𝑈 ± 0.004 2.2 

 

where mss is mean square slope, 𝜎𝑤 and 𝜎𝑐 are root mean square slopes of the 

water surface (downwind and crosswind), and U is wind speed (m/s). This gives 

mean square slope values used to create a distribution (PDF) that is then plugged 

into Equation 2.1. Various other studies have been conducted following the Cox 

and Munk model that introduce modifications to their model. Work by Wu et al. 

(Wu, 1990) worked with the same data as Cox and Munk, however they produced 

results with a slightly different mean square slope function. In recent years, some 

studies have been conducted replicating the Cox and Munk experiment with new 

data, such as work by Ebuchi and Kizu (Ebuchi, 2002) that used about 30 million 

data points from imagery to produce a model with somewhat differing results (a 

narrower distribution with less dependence on wind). The instruments that employ 

the Cox and Munk model often utilize different approaches to correct for sun glint. 

For example, MERIS data processing for glint removal is accomplished by creating 

a predicted glint reflectance for a pixel using the Cox and Munk model, then 

creating a ratio of this value and the actual reflectance value to obtain a glint 

reflectance. If the glint reflectance is too low or high, it won’t be corrected, 
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resulting in only the pixels with a medium amount of glint being corrected. 

SeaWiFS glint correction is accomplished with a differing method, where predicted 

glint reflectance using the Cox and Munk model is normalized for a solar radiance 

of 1 and no atmosphere in order to allow for an estimation of aerosol optical 

thickness (Kay, 2009). Most of these efforts are applied to imagery in open waters 

away from shorelines or ocean boundaries. 

  Near Infrared (NIR) data is used to estimate the radiance received due to 

sun glint by a sensor and then applied to visible channels. NIR wavelengths have a 

property where they are nearly entirely absorbed by water molecules, so one can 

assume that most of the light reaching the sensor in NIR wavelengths is due to 

atmospheric scattering and sun glint. Once atmospheric correction is performed, 

one assumes the remaining signal in the NIR band is entirely sun glint and this 

fraction of quantity is subtracted from the reflectance in the visible wavelengths. 

This assumes all NIR signal in a channel is due to sun glint, and that the water itself 

does not contribute to reflectance at these wavelengths, which holds true for the 

purpose of glint correction. This method can be applied to shallow waters with a 

much smaller resolutions compared to statistical glint removal techniques, on the 

order of 10 meters. Data from several well known sensors employ NIR methods, 

such as the IKONOS Satellite's sensor, AVIRIS flown on various NASA aircraft, 

and the AISA Eagle and Hawk hyperspectral sensors (Kay, 2009).  



 

 

15 

 

There are many variations of the NIR glint correction method used that all 

generally follow the same steps. One method that has been used to correct glint 

using NIR wavelengths is the method by Hedley, 2005. For this method, a sample 

area is selected and the minimum Near Infrared (NIR) reflectance in the area is 

determined and then one performs a linear regression between the NIR pixel values 

of the sample area and the visible bands corresponding pixel values. The linear 

regression slope is then used in an equation that produces the corrected reflectance 

value for a pixel, shown in equation 3.3.  

Another method outlined by Lyzenga et. al, they use a covariance estimate 

to determine a relationship between NIR and Visible bands instead of a linear 

regression (Lyzenga et. al, 2006). In a method outlined by Kutser et. al, the 

reflectance in the Oxygen band (760 nm) is compared to reflectance values before 

and after the Oxygen band to estimate the amount of glint present, assuming a 

proportionality between the amount of glint and the depth of the Oxygen band 

(Kutser, 2009). In this research, the Hedley correction method is performed on the 

glint contaminated image to compare the subsequent results to the glint free image. 

Because the imagery used in this research is comprised of shallow depth waters 

near a coastline, it is considered appropriate to select a NIR correction method for 

comparison as opposed to statistical models used in open seas away from 

boundaries.  
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MERIS data has been used to test a unique method of sun glint correction as 

well- using a neural network. A neural network is comprised of a collection of 

algorithms trained to derive relationships between different phenomena, mimicking 

the functionality of a human brain (Mijwil, 2019). There were two methods used 

for this neural network test of MERIS data. The first method involved the 

estimation of sun glint. Using top of atmosphere (TOA) reflectances and viewing 

geometry, where the neural network is trained using radiative transfer equation 

simulations. In the second method, the reflectance contributions from a range of 

factors (one of which being sun glint) are estimated using an iterative mean square 

minimization method, a method very common to neural network training (Kay, 

2009).  

Previous work by Aziz, 2019 used a glint correction algorithm that 

corrected individual glint contaminated pixels by using that pixel’s nearest 

neighbor pixel not contaminated by glint (Aziz, 2019). Subsequent work by 

Taggart, 2021 built upon Aziz’s work by modifying the algorithm to search for 

glint free pixels in multiple directions (horizontal, vertical, diagonal) (Taggart, 

2021). This method utilized a pixel reflectance threshold value to identify a glint 

contaminated pixel for correction. A ratio between both pixels in the NIR band is 

used in order to obtain the magnitude of the reflectance due to glint. This is then 

multiplied by the multispectral reflectance of the glint pixel in each band to obtain 
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a glint corrected reflectance value for a pixel. The NIR channel in WorldView-3 

imagery was chosen for the reasons previously discussed (Taggart, Bostater, 2021). 

Various other newer methods for glint correction have been developed in recent 

years, such as a glint correction algorithm by Singh et al. in which satellite derived 

information, namely Rayleigh corrected radiance and clear water absorption, is 

solely used for correction. With this algorithm the more common glint correction 

parameters are not considered, such as wind speed and direction, viewing geometry 

angles, or sea surface conditions.  
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Name of Method Brief Overview Pros Cons 

Hedley  NIR method in which 

a linear regression 

between NIR and 

visible bands is used 

-Straightforward 

and easily 

performed 

-Suitable for 

shallow waters 

-Not suitable for large 

amounts of glint 

-Not suitable for 

deeper waters 

Cox and Munk  Statistical method in 

which the probability 

the sea surface is 

oriented to cause glint 

is estimated 

-Has been 

reproduced with 

results that 

generally agree 

with this model 

-Ideal for medium 

to high wind 

speeds and 

growing to fully 

developed wave 

conditions 

-Based on a limited 

and outdated data set 

that is highly 

dependent on wave 

orientation and wind 

speed of the images 

used 

-Loses accuracy at 

low wind speeds and 

swell conditions 

Nearest Neighbor  Method in which the 

nearest non-glint 

neighbor to each glint 

pixel is corrected 

using NIR values 

-straightforward 

and easily 

implemented 

-Not suitable for large 

amounts of glint 

-dependent on NIR 

signal 

Neural Network 

(radiative 

transfer 

equations) 

Method in which a 

neural network is 

trained to estimate sun 

glint using radiative 

transfer equations 

-Highly 

comprehensive in 

terms of factors 

considered in the 

model 

-Performs on par 

with current 

MERIS correction 

methods 

 

-Still requires further 

validation with more 

data sets 

-Limit for amount of 

glint it can correct still 

unknown 

Neural Network 

(iterative mean 

square 

minimization) 

Method in which a 

neural network is 

trained to estimate sun 

glint using an iterative 

mean square 

minimization method 

-Successful in 

retrieving water 

color parameters 

and accurate 

water spectrum a 

majority of the 

time 

-Limited by the 

amount of specular 

reflection 

-Aerosol load in 

atmosphere and 

intensity of sun glint 

lead to increased error 
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Kutser Method in which the 

depth of the oxygen 

feature is used to 

estimate glint content 

of a pixel 

-More accurate 

correction than 

other methods on 

shallow water 

vegetation areas 

-Is only applicable for 

very shallow waters 

and only improves 

upon existing methods 

in areas of vegetation 

Wu Similar to Cox and 

Munk model but used 

a different wave mean 

square slope 

estimation function 

-Provides an 

alternative 

function to Cox & 

Munk model 

-Still uses the limited 

and outdated data set 

Cox & Munk was 

based on 

Singh Glint correction 

algorithm derived 

from Rayleigh 

corrected radiance and 

clear water absorption 

-Does not rely on 

information such 

as wind speed or 

direction, viewing 

geometry angles, 

or sea surface 

slopes 

-glint estimation 

by pixel avoids 

overestimation 

-Good for dealing 

with clouds and 

aerosols 

-If any band is greatly 

contaminated by glint, 

the algorithm does not 

work 

-Useful for retrieving 

ocean color 

information but not 

other information 

Table 2.1: Comparison between all glint correction methods outlined in section 2.2. 

 

2.3 Background on Sensor Image Processing and 

Sensor Geometry 

When working with raw satellite imagery, each pixel in an image is 

represented by a digital count number (DN) that is recorded as upwelling radiance 

in a pixel. The WorldView-3 satellite is a push broom scanner, so it will scan one 

line on the ground at a time with a detector, perpendicular to the flight direction. 
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Each respective line is made of various pixels that are observed simultaneously 

using a linear diode average as represented in figure 2.2.  
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Figure 2.2: The geometry of a common push broom scanner from Cao et. Al (Cao, 

2019). 
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In order to work with a DN image, one converts digital counts into radiance 

and then reflectance values. In order to convert DN pixels into pixels with radiance 

values, gain and offset values must be applied to the pixels. The gain and offset are 

provided in WV-3 metadata, and they are automatically processed into ENVI when 

using the “Radiometric Calibration” tools to convert DNs to Radiance. Although 

Radiance values will give an account of the amount of upwelling radiation in a 

pixel field of view, it is more common and useful to convert Radiance values to 

Reflectance values, to account for the downwelling irradiance at the sensor. These 

reflectance values are the fundamental signal in remote sensing used for analysis, 

when reflectance has a value of 1 would be complete saturation, and a value of 0 

would indicate a pixel devoid of light when displayed on a computer (Budde, 

1976). One can account for the atmosphere using a dark pixel subtraction, which 

entails finding the “darkest” pixel in an image and subtracting its reflectance value 

from all other pixels. This is done to correct for the effects of atmospheric 

scattering present in an image by selecting a pixel that presumably has no 

contributions from anything except atmospheric scattering (Chavez, 1988). This 

process is easily performed in the ENVI software Dark Subtraction tool for each 

band, using a minimum reflectance value or chosen value from a region of interest 

(ROI) in the image.  
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2.4 WorldView-3 Imagery 

The WorldView-3 satellite by Maxar Technologies was deployed in 2014 to 

observe the Earth’s surface in a circular sun-synchronous orbit, operating at an 

altitude of 617 km. It employs a 30-centimeter panchromatic resolution, a 1.24 

meter multispectral resolution, a short-wave infrared sensor with a 4.1 meter resolution, 

and the CAVIS imager (clouds, aerosols, vapors, ice and snow) with 30 meter 

resolution. The satellite’s spectral range includes a panchromatic band with a 450-

800 nm bandwidth, 8 multispectral bands in visible to near infrared wavelengths 

each covering a range of about 100-150 nm from 400-1040 nm, 8 multibands in 

shortwave infrared wavelengths that each have a bandwidth of about 30-70 nm 

from 1195-2365 nm, and 12 CAVIS bands that correct for the features within the 

405-2245 nm spectral range.  
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Figure 2.3: Possible WorldView-3 collection paths from the DigitalGlobe 

information sheet on WV-3 (DigitalGlobe, 2017). 
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As mentioned in the previous section, WorldView-3 is a push broom 

scanner with a 13.1 km swath width, as shown in figure 2.3. WorldView-3 is highly 

regarded for its high spatial resolution, multiple imaging capabilities such as 

panchromatic, multispectral, and CAVIS, relatively short average revisit time (less 

than 1 day), high spectral band diversity, and its ability to collect up to 680,000 

square kilometers per day (DigitalGlobe, 2017). 

2.5 WorldView-3 Imagery Used for the Research 

For this research, two panchromatic and multispectral images were used 

that were taken 1 minute and 3 seconds apart. The first image, taken on 2014-08-28 

at 16:01:02.552650 UTC, is largely contaminated by glint. In the second image, 

taken on 2014-08-28 at 16:02:05.311619 UTC, there is relatively no sun glint 

present. The time period between the two images is too small for the wind and 

wave patterns to have changed significantly. The only changes between the images 

were viewing geometry angles, as shown in table 2.1. Thus these sensor geometry 

account for the differences as far as can be determined. 

Figures 2.4-2.7 show these images. In order to assess the glint present in the 

glint contaminated image, a residual glint image was produced by subtracting the 

reflectance calibrated images as shown in Figure 2.8. This residual image was 

calculated using the band math tool in ENVI. The difference between the two 
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images is termed a residual image. The residual image is a means to show the 

magnitude of glint at each pixel. Figures 2.9-2.11 show the position of the WV-3 

satellite within its orbit, using the Systems Tool Kit software (STK).  
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Figure 2.4: Multispectral glint contaminated image in ENVI, using Red (660 nm), 

Green (545 nm), and Blue (480 nm) bands. Image taken at 16:01:02.5516 UTC on 

8/28/2014. 
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Figure 2.5: Multispectral glint free image in ENVI, using Red (660 nm), Green 

(545 nm), and Blue (480 nm) bands. Image taken at 16:02:05.310569 UTC on 

8/28/2014. 
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Figure 2.6: Satellite orbit positioning at the approximate time the glint 

contaminated image was taken. Image produced using the STK software. 
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Figure 2.7: Satellite orbit positioning at the approximate time the non-glint 

contaminated image was taken. Image produced using the STK software. 
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 Glint contaminated image Non glint contaminated image 

Acquisition time 16:01:02.5516 UTC 16:02:05.310569 UTC 

Off Nadir Viewing Angle 19.6° 26.6° 

In Track Viewing Angle 14.9° -22.4° 

Across Track Viewing Angle -12.8° -14.9° 

Angle of Solar Elevation 63.2° 63.3° 

Satellite Azimuth 329.9° 221.5° 

Satellite Elevation Angle 68.6° 60.4° 

Solar Azimuth 129.5° 129.9° 

 

Table 2.2: Viewing geometry of both images used from WorldView-3 metadata. 

Differences between the two are present in off nadir viewing angle, in track 

viewing angle, across track viewing angle, satellite azimuth, and satellite elevation 

angle. 
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Figure 2.8: Georeferenced WorldView-3 image overlaid to land features on the 

map of the Melbourne, Florida area with roads using ArcGIS Pro. The extent of the 

imagery used can be visualized using this georeferenced point of view. 

Approximate satellite track indicated by red arrow. 
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Figure 2.9: Example of reflectance values across the two images along with glint 

residuals compared for reference. Pixels were taken from the red band (660 nm), 

from a section of a transect away from the shore on the Indian River Lagoon side of 

the image. 
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2.6 Building a Glint Model 

In order to build an accurate model of sun glint, one needs to correctly 

parameterize the factors that contribute to the existence of glint. On the sea surface, 

these factors are primarily the wind speed and direction, fetch distance, and 

azimuth and elevation angles of the sensor and sun. The prevalence of sun glint is 

largely influenced by the roughness of the waters surface, which is namely due to 

wind driven waves. The slope of a wave facet will reflect the waters surface into 

the satellite sensor, causing the sun glint radiance in imagery. This indicates that 

the wind speed and direction are extremely important to the amount of sun glint 

present in an image and these variables are important when considering fetch 

effects in semi enclosed water bodies. The geometry of the sun relative to the 

geometry of the sensor also plays an important role in the amount of glint reaching 

the detector. Because the wind blowing in a direction will increase wave slopes in 

the same direction, if the sun and sensor are at non-optimal angles relative to these 

wave slopes, the sensor could receive a large amount of sun glint. Conversely, if 

the sun and sensor are at optimal angles to the wave slope angles, a large amount of 

sun glint could be reduced, however the wave slopes and associated wind friction 

are random variables. Thus the wave effects can only be subtracted as mean 

quantities based upon the PDFs and CDFs.  
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Figure 2.10: Shows how sun zenith angle, sun azimuth angle, sensor zenith angle, 

sensor azimuth angle contribute to glint probability. Water surface slope is 

influenced by wind and fetch properties (Kay, 2009). 
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From a global point of view, ocean wind driven currents obtain their energy 

from the differential heating of the Earth due to the Sun and the rotational 

influences of the Earth. These two forcing factors create the winds and drive 

circulations in the atmosphere and ocean.  
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Figure 2.11: Differential uneven heating of the Earth by incoming sunlight 

(Nugent, 2022). 
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Figure 2.12: Earth winds and cells shown with the effects of rotation (right) and 

without (left) (Nugent, 2022). 
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The wind is thus the primary forcing factor in the creation of surface waves 

in the oceans and large water regions due to the energy to the friction flux of energy 

through the water. 

As indicated, fetch is also an important concept that influences wind speed 

and wind driven waves at the water surface. The amount of energy that wind can 

transfer to the water surface to create waves depends on the distance over which the 

wind blows (fetch), as well as factors such as the amount of time the wind has been 

blowing in the same direction and water depth (Fagherazzi, 2009). With a larger 

fetch distance, larger wind driven waves will be produced, with increasing wave 

slopes (angles) and increasing sun glint radiance. Similarly, if the wind blows for a 

longer period of time uninterrupted, it will produce larger amplitude wind waves. 

2.7 Logistic Growth Curve Model for Estimating 

Sun Glint Reflectance 

The image reflectance transects created for this research follow a logistic 

growth curve function pattern. Logistic growth curves are characterized by their S 

shape, as opposed to a regular exponential growth. The logistic growth curve 

equation iterations in this work are derived from the Verhulst logistic equation as 

shown in equation 2.2 (Tsoularis, 2002). 
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 𝑑𝑁

𝑑𝑡
= 𝑟𝑁(1 −

𝑁

𝐾
) 

2.2 

 

Equation 2.2 is a version of the “generalized” logistic equation shown in equation 

2.3, where 𝛼, 𝛽, and 𝛾 terms are included. These three terms are nondimensional 

constant values that produce varying changes to the shapes of the generalized 

logistic equation. 

 𝑑𝑁

𝑑𝑡
= 𝑟𝑁𝛼[1 − (

𝑁

𝐾
)

𝛽

]𝛾 
2.3 

 

Logistic growth curves are shown with various 𝛼, 𝛽, and 𝛾 in figure 2.13 and 2.14.  
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Figure 2.13: Logistic growth curves based on the generalized logistic growth curve 

equation, showing the influence of alpha, beta, and gamma terms (Tsoularis, 2002). 
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Figure 2.14: Logistic growth curves based on the generalized logistic growth curve 

equation, showing the influence of alpha, beta, and gamma terms. Shows 

population size by growth rate (Tsoularis, 2002). 
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In equation 2.2, the 𝛼, 𝛽, and 𝛾 terms present in the generalized equation 

2.3 are all set equal to 1. Equation 2.2 can then be solved to a more useful form as 

seen in equations 2.4-2.9 below. By rearranging and integrating equation 2.2, 

equation 2.3 is produced. 

 
∫

𝑑𝑁

𝑁(1 −
𝑁
𝐾)

= ∫ 𝑟 𝑑𝑡. 
2.4 

 

Rearranging terms gives: 

 
∫

1

𝑁
+

1

𝐾 − 𝑁
= ∫ 𝑟 𝑑𝑡. 

2.5 

 

Evaluating the integrals gives: 

 ln|𝑁| − ln|𝐾 − 𝑁| = 𝑟𝑡 + 𝐶, 2.6 

 

and rearranging gives: 

 
ln |

𝐾 − 𝑁

𝑁
| = −𝑟𝑡 − 𝐶. 

2.7 

 

Applying 𝑒 to both sides gives: 

 
|
𝐾 − 𝑁

𝑁
| = 𝑒−𝑟𝑡−𝐶 , 

2.8 
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And rearranging again yields: 

 
𝑁 =

𝐾

1 + 𝑒−𝑟𝑡−𝐶 .
 

2.9 

 

Equation 2.9 is the form of the logistic equation that can be subsequently linearized 

as shown in section 3.4. In addition, for the logistic growth of reflectance in an 

image the general equation is rewritten as: 

 

 
𝑅 =

𝐾

1 + 𝑒−𝑟𝑡−𝐶 .
 

2.10 

 

 

Where N is replaced with R to represent reflectance. In the following methods the 

application of the growth of reflectance is modeled as the distance from the 

shoreline increases as demonstrated in Space Coast WorldView-3 imagery. 
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3. Methods 

   

3.1 Processing WV-3 Multispectral Reflectance 

Imagery in Fetch Limited Waters 

The raw WorldView-3 images obtained from Digital Globe were processed 

using ENVI Classic 5.6.2 and ENVI 5.6.2. This process involves converting the 

pixel digital number values to radiance and then reflectance. This process is 

detailed in Appendix A using ENVI 5.6.2’s Radiometric Calibration tool.  

First, the radiometric correction is performed using the “Radiometric 

Calibration” tool in ENVI. This converts digital numbers to Radiance (𝑊 𝑚2⁄ ∗

𝑠𝑟 ∗ 𝜇𝑚) values using the WV-3 metadata file containing Gain and Offset 

information (this is a .til file with the same name as the image files). These steps 

were then repeated to convert to Reflectance values by selecting the Calibration 

Type of Reflectance instead of Radiance using the same ENVI software tool. A 

comparison between a pixel’s DN, Radiance, and Reflectance can be seen in Figure 

3.1.  
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In the “Cursor Value” pop up box, three sections for three different files can 

be seen with pixel values for the red, green, and blue bands. The sections for the 

three files correspond to DN (bottom), Radiance (middle), and Reflectance (top). 

Following this procedure, ENVI’s Dark Subtraction tool was used to remove the 

effects of atmospheric scattering. Once the images were processed, they were 

opened using ENVI Classic 5.6.2 in order to utilize ENVI band math and transect 

tools for extracting image based reflectance along a line. 

3.2 Creating Image Transects to Build Model 

Transects within the images were carefully selected to provide information 

relating reflectance versus fetch distance. The fetch transects were limited to the 

lagoon side (left relative to the land) of the image due to the absence of the Banana 

River side’s shoreline in the imagery. Thus accurate fetch measures were taken on 

the Indian River Lagoon side. Figures 3.2-3.33 below show these transects in 

detail.  
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Figure 3.2: First transect created to view effects of fetch distance shown by the red 

line, created using ENVI. Shown using the multispectral glint image using the red 

(660 nm), green (545 nm), and blue bands (480 nm). Image taken at 16:01:02.5516 

UTC on 8/28/2014. 
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Figure 3.10: First transect (glint contaminated image) panchromatic band shown by 

the red line within the box. This image was taken on 8/28/2014 at 16:01:02.5516 

UTC with a spectral bandwidth of 450-800 nm on the lagoon side shore. 
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Figure 3.14: Transect 2 in the multispectral glint contaminated image shown inside 

the red box. This image was taken on 8/28/2014 at 16:01:02.5516 UTC, shown 

using the red (660 nm), green (545 nm), and blue (480 nm) bands.  
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Figure 3.15: Transect 2 in the multispectral glint free image shown inside the red 

box. This image was taken on 8/28/2014 at 16:02:05.310569 UTC, shown using the 

red (660 nm), green (545 nm), and blue (480 nm) bands. 
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Figure 3.22: Transect 2 panchromatic band glint contaminated image transect 

shown by red box. 
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Figure 3.23: Transect 2 panchromatic glint free image transect shown by red box. 
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Figure 3.26: Transect 3 multispectral glint image shown in the red box. 
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Figure 3.27: Transect 3 multispectral glint-free image shown in the red box. 
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Figure 3.30: Transect 3 panchromatic glint image shown in the red box. 
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Figure 3.31: Transect 3 panchromatic non-glint image shown in the red box. 
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The plots were created by taking reflectance values for each pixel in a given 

transect from ENVI on the y axis and plotting them against the pixels 

corresponding estimated distance from the shore. This distance from shore 

estimation was calculated by using ENVI’s measurement tool to measure both the 

distance from the shore to the first pixel in the transect and the length of the full 

transect in meters. Then, to give an approximation for each individual pixels 

distance from shore, the number of pixels in the transect was divided by the total 

distance in meters. A column of pixel numbers (starting at 0) was then multiplied 

by this value and the initial distance from shore to the starting pixel was added. 

This method, although not perfectly accurate, gives an adequate approximation of 

each pixels distance from the shore.  

3.3 Linearization of Logistic Growth Model 

It is apparent by examining the transects of reflectance by fetch distance 

that they follow a logistic growth curve. Linearization of the logistic growth 
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function allows one to easily fit the linearized form and estimate parameters. In 

order to linearize a logistic growth function, the following steps are used. 

 Starting with the general form of the logistic growth function from 

equation 2.8, it can be rearranged into a linear version of itself. 

 
𝑅 =

𝐾

1 + 𝑒−𝑟𝑡−𝐶
 

3.1 

 

This can be rearranged to: 

 
𝑙𝑛 [

𝐾 − 𝑅

𝑅
] = −𝑟𝑡 − 𝐶 

3.2 

 

In order to apply this to the data, the values for the y axis of the linearized 

version were created in Excel, by using the formula 𝑙𝑛 [
𝐾−𝑅

𝑅
], where K is the 

maximum value the reflectance values could reach (theoretically equals 1, but in 

practice is usually much lower for the transects used) and R is the respective 

reflectance value for each pixels iteration. The x axis is kept the same as distance in 

meters. Completing this linearization allows the logistic curve function data to 

undergo a regression and have a fit line produced with estimates for the coefficients 

necessary using Systat, which is unable to produce fit lines for equations that are 

more complex such as the original logistic growth equation. Equation 3.2 is merely 

a starting point for a fit equation solution, however, and the exact form of the right-
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hand side of the equation is altered as necessary to provide the most accurate fit 

line for the glint patterns of the transects used.  

Once this optimal fit line is found through trial and error, the values of the 

coefficients that Systat estimated can be used to produce a final fit of the original 

unaltered logistic curve reflectance data. This process is done for the residuals 

between the glint and non-glint image transect values, following which the 

unaltered residual reflectance values are compared to the logistic curve fit line 

produced using the coefficient values estimated by Systat. These values can be 

slightly modified until the fit line is as accurate as possible and final coefficient 

values are determined for the residual transect. With these final values input to the 

original logistic equation, the modeled correction values to be subtracted from each 

glint image pixel can be created and used. The “corrected” reflectances can then be 

compared to the non-glint reflectances to assess the quality of the correction. 

Finally, these coefficients can be related to different known glint inducing factor 

values from table 3.1 to estimate the final composition of the model parameters.  

3.4 Parameters for Creating Model 

Once the optimal fit and subsequent equation have been found, parameters 

that are known to influence glint can be mapped to the coefficients produced in the 

fit equation. A primary parameter for the level of glint in an image is the wind 
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speed and direction. These values were determined by examining historical weather 

data archives for Melbourne (Weather Underground). Figure 3.34 shows the 

measured wind speeds and directional vectors for the day on which the imagery 

was taken.  
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The wind speed could then be estimated to around 8 mph (12.875 

kilometers per hour) in an eastward direction (90 degrees) at the time the images 

were collected. This historical data was collected once every hour, the closest data 

point to the imagery (16:01 and 16:02 UTC) being at 15:53 UTC. This aligns with 

the wind direction apparent in the imagery based on visible wave direction. Based 

on the hourly data, the wind was blowing for around 2 hours in a similar direction 

with a similar wind speed prior to the imagery being collected. At 14:53 UTC, the 

wind was approximately 7 mph (11.265 km/hour) in an east-northeast direction. At 

13:53 UTC, the wind was approximately 7 mph in an east-southeast direction. Prior 

to this, the wind was not blowing (0 mph) for 3 hours. If the eastward wind 

direction is taken to be 0 degrees on a coordinate plane for reference, the difference 

between the sensor azimuth angle (329.9 degrees) and the wind direction would be 

about 31 degrees. 
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 Glint Image Non-Glint Image Difference 

Solar azimuth 129.5 ° 129.9° 0.4° 

Solar elevation 

angle 

63.2 ° 63.3° 0.1° 

Satellite azimuth 

angle 

329.9° 221.5° 108.4° 

Satellite elevation 

angle 

68.6° 60.4° 8.2° 

Across track 

viewing angle 

-12.8° -14.9° 2.1° 

In track viewing 

angle 

14.9° -22.4° 37.3° 

Off nadir viewing 

angle 

19.6° 26.6° 7° 

Wind speed 12.875 km/hour 12.875 km/hour - 

Wind direction E (90°) E (90°) - 

 Difference 

between sensor 

azimuth and wind 

direction 

30.1° 138.5° - 

Time wind was 

blowing in the 

same direction 

~2 hours in an 

eastern direction 

(7200 sec) 

~2 hours in an 

eastern direction 

- 

Table 3.1: Possible values that could contribute to glint for consideration when 

evaluating fit equation coefficients. 

 

Taking all of these values into account, an estimation of what parameters fit 

into the equation coefficients can be found. This estimation will not be perfect, but 

it can get close to estimating what factors are inducing the presence of glint in these 

images. First, a dimensional analysis is done on the linear fit equation to understand 

which parameters will work when input into different parts of the equation by 

determining what their units must be. The left-hand side of the equation, ln [
𝐾−𝑁

𝑁
], 
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is comprised of only reflectance values and is therefore dimensionless. This implies 

that the right-hand side of the equation must also produce a dimensionless result. 

This side of the equation, −𝑟𝑡 − 𝐶, has the 𝑡 component, which is a distance. This 

implies the necessity of an inverse length component in the r term to cancel out and 

arrive at a dimensionless result. This information allows for the narrowing down of 

which glint inducing parameter values can be considered as components for the r 

and C terms of the equation (as well as any other coefficients added during the 

Systat linear estimation). Once the best estimations for which terms make up the 

coefficients in the equation are found, the final model is ready and can be tested on 

other transects within the image for accuracy. 

Knowing that the r term in the equation must have an inverse distance 

component indicates that it must include one of the terms in Table 3.1 that includes 

distance. The only term with a distance component would be the wind speed, and if 

the inverse wind speed is used it would then satisfy the inverse distance 

requirement. Using the inverse wind speed would produce units of 
𝑡𝑖𝑚𝑒

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒
, which 

now creates the necessity of a 
1

𝑡𝑖𝑚𝑒
 term in r as well. A possibility for this term 

based on Table 3.1 could be the inverse of the time the wind has been blowing in 

the same direction, which was estimated at around 2 hours but is most likely a 

slightly different value. Not knowing the exact value to use for this term allows for 

some flexibility in the final value for r produced using values from Table 3.1. The 
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values used for the r term were all normalized to units of meters and seconds. With 

these values added in, an additional non-dimensional term was necessary to 

produce a final value for r that matched what the model produced. Further 

discussion of the final terms used is given in section 4.1. This criterion was also 

used when determining terms for the c and a coefficients, trial and error was 

performed using values that make the most logical sense to contribute to each term 

until a value close to the model coefficient was produced. Final values with their 

designated components and units are shown in section 4.1. 

 

3.5 Methods for testing model correction accuracy 

After a final model was produced, various methods were used to test the 

accuracy of the model. The model was first tested on various transects from 

different parts of the image to provide variability. To test the model on these 

transects, the residuals between the glint and non-glint images were calculated for 

each transect. These were then plotted with the model estimated residuals to 

compare similarity. The “corrected” reflectance values were then calculated by 

subtracting the model residual reflectance values from the glint image reflectance 

values for each transect. These were plotted with the glint and non-glint transect 

reflectances for comparison. 
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A visual correction was also attempted on a region of interest (ROI) within 

the glint image to test the model results visible to the eye. In order to do this, an 

ideal ROI was selected using ENVI’s ROI creation tool and Subset Data via ROIs 

tool. To allow for incorporation of the distance from shore component, an ASCII 

file of each pixels approximate distance from the shore was created using a python 

script written to create ASCII files using a table of values. In order to estimate 

these distances, an ROI whose right edge was parallel to the shoreline was selected 

and the distance from the shore to the first pixel in the ROI was measured using 

ENVI’s measurement tool. This value was then used as the last distance from shore 

value for every row of pixels in the table. Starting from this ending value, 1.24 

meters were added for each new pixel in a row until the left edge of the ROI was 

reached. The dimensions of the ROI were obtained for this by examining the image 

header file. Once this ASCII file was finished and created, it was added into ENVI, 

allowing it to be input to the band math tool. In order to perform the band math, the 

final equation of the model, which estimates the residual reflectances between glint 

and non-glint images (what needs to be removed), was subtracted from the glint 

image reflectances. This produced a model corrected ROI which could then be used 

to evaluate the accuracy of the correction performed. A few statistical metrics and 

the average percent of glint corrected were calculated to assess accuracy of the 

model using Systat’s Basic Statistics tool. 
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3.6 Comparison to Hedley Glint Correction Method 

In order to assess the quality of the correction model produced, it was 

compared to an existing glint correction method by Hedley (2005). Due to the 

shallow water conditions of the water in the imagery, a NIR based correction 

method such as Hedley’s would be most appropriate (Kay, 2009). The Hedley 

correction method involves first selecting a sample area in the image in which the 

underlying signal from the pixels is expected to be relatively homogeneous and 

where a range of sun glint is present. Areas of the image containing the deepest 

water meet these criteria the best. Once a sample area is selected, the minimum 

Near Infrared (NIR) reflectance in the area must be determined. Then a linear 

regression must be performed between the NIR pixel values of the sample area and 

the visible bands corresponding pixel values. If using multispectral imagery, this 

can be repeated for various bands individually to create a final image. After 

completing the regression, the slope of this regression line must be determined. To 

finalize the process of deglinting the imagery, the band math tool in ENVI is used 

to apply the Hedley correction equation to each pixel, utilizing the slope of the 

regression line calculated (𝑏𝑖), the NIR reflectance of each pixel in question 

(𝑅𝑁𝐼𝑅), the minimum NIR reflectance value for the sample area (𝑀𝑖𝑛𝑁𝐼𝑅), and the 
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visible bands reflectance of each pixel in question (𝑅𝑖). This is represented in 

equation 3.3 from Hedley (2005). 

 

 𝑅𝑖
′ = 𝑅𝑖 − 𝑏𝑖(𝑅𝑁𝐼𝑅 − 𝑀𝑖𝑛𝑁𝐼𝑅) 3.3 

 

For this correction, the glint free image is regarded as the ideal final 

“corrected” outcome, and the glint image is regarded as the raw image that has a 

correction performed on it. To perform the Hedley correction, first a region of 

interest was chosen that matched the necessary criteria. By linking and comparing 

the glint contaminated image to the glint free image, a region was selected where 

the glint was strong with variation and the underlying signal should be relatively 

homogenous. Figures 3.35-3.37 show the region of interest selected. Once selected, 

the NIR, blue, red, and green band reflectance values for the region were extracted 

and the minimum NIR reflectance value in the region was determined to be 0.0003. 

The linear regression was then performed using python to obtain the slope value 

needed for each band. The final equations were input into the ENVI band math tool 

for each band as shown in equations 3.4-3.6. 
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 𝑅𝑟𝑒𝑑
′ = 𝑅𝑟𝑒𝑑 − 0.08143558(𝑅𝑁𝐼𝑅 − 0.0003)          

3.4 

   

 𝑅𝑏𝑙𝑢𝑒
′ = 𝑅𝑏𝑙𝑢𝑒 − 0.09085432(𝑅𝑁𝐼𝑅 − 0.0003) 3.5 

 

       𝑅𝑔𝑟𝑒𝑒𝑛
′ = 𝑅𝑔𝑟𝑒𝑒𝑛 − 0.11694104(𝑅𝑁𝐼𝑅 − 0.0003)         3.6 
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Figure 3.35: Glint contaminated image showing the region of interest used for 

Hedley correction in the red box. 
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Figure 3.36: Glint free image showing region of interest used for Hedley correction 

for reference. 
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Once the initial Hedley correction was performed on the region of interest, 

the resulting image and reflectance value changes were examined. Due to the 

relatively small change in reflectance produced, the results of the correction were 

scaled up by varying percentages. A scaling factor was introduced to the original 

Hedley equation used, shown in equations 3.7-3.9. By examining the equations 

used to produce the corrected reflectance values for each band, it is evident that the 

linear regression line slope term being relatively very small is what is causing the 

inadequate correction. Due to this value being small, the amount that is subtracted 

from the original reflectance value to “correct” the reflectance is very small. 

Therefore, the scaling factor is multiplied by the linear regression line slope term to 

produce the desired outcome. 

 𝑅𝑟𝑒𝑑
′ = 𝑅𝑟𝑒𝑑 − 0.08143558(2)(𝑅𝑁𝐼𝑅 − 0.0003)          3.7 

   

 𝑅𝑏𝑙𝑢𝑒
′ = 𝑅𝑏𝑙𝑢𝑒 − 0.09085432(2)(𝑅𝑁𝐼𝑅 − 0.0003)          3.8 

 

 𝑅𝑔𝑟𝑒𝑒𝑛
′ = 𝑅𝑔𝑟𝑒𝑒𝑛 − 0.11694104(2)(𝑅𝑁𝐼𝑅 − 0.0003)          3.9 

   

As the 100% increase still proved to produce an inadequate correction of 

the glint, a larger scale factor was introduced. This scale factor was calculated to be 
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the ideal value using a sample pixel from the Hedley corrected band values and the 

glint free image band values. The ideal corrected pixel value 𝑅𝑟𝑒𝑑
′ was taken from 

the glint free image, the uncorrected pixel value 𝑅𝑟𝑒𝑑 was taken from the glint 

contaminated image, and the NIR pixel value was taken from the glint 

contaminated image as well. With these values from a specified pixel input to 

equation 3.3, the ideal scale factor was solved for, to be about 61, as seen in 

equation 3.10. 

 0.032 = 0.325 − 0.11694104(𝑥)(0.041 − 0.0003)          3.10 
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4. Results 

 

4.1 Model Parameter Results 

The residuals of transect 2 shown in figures 3.15-3.25 were used to produce 

an initial version of the model. After the linearization was applied, these values 

were input to Systat and the Regression: Nonlinear: Estimate Model tool was used 

to fit the linearized y axis data to the x axis (distance) data as shown in Appendix 

B. Once the first iteration was completed, it was evident that the plot still had a 

nonlinear shape present, so the fit line required modification to accommodate for 

this. For the subsequent iterations, a new form of the equation was tested as seen in 

equation 4.1 to incorporate an exponential component. This produced an adequate 

fit, as seen in figure 4.1. 

 𝑎 + (𝑟 ∗ 𝑐𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒) 4.1 
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Figure 4.1: First transect multispectral blue band residuals (glint image minus non-

glint image) linearized. The nonlinear regression estimate model was run using 

equation 4.1. An estimated value of .978 for c was used; a and r were estimated by 

the model. This estimated c value was obtained through trial and error. 
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The estimated parameters for various iterations were as follows. Values 

labeled as given were estimated after trial and error and input to the model tool 

before running. Values labeled as estimated were estimated by the model tool using 

the equation and values given. The number of iterations was increased to 200 to 

allow for better estimation of coefficient values.  

First Transect 

Equation 𝒂 + (𝒓 ∗ 𝒄𝒅𝒊𝒔𝒕𝒂𝒏𝒄𝒆) 

a -0.192 (estimated) 

r 9.966 (estimated) 

a estimated range -0.329 to -0.054 

r estimated range 9.283 to 10.65 

c .978 (given) 

𝑹𝟐 0.848 

Table 4.1: Estimated and given coefficient values for the final and most accurate 

iteration of the estimate model. 

 

The final coefficients determined as shown in Table 4.1 were then put into the 

original logistic equation, which was modified to accommodate for the new 

coefficients. The final version of the linearized equation is shown in equation 4.2, 
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which was then transformed back into the original logistic equation form as shown 

in equation 4.3. 

 
ln [

𝐾 − 𝑁

𝑁
] = 𝑎 + (𝑟 ∗ 𝑐𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒) 

4.2 

 

 
𝑁𝑡 =

𝐾

1 + 𝑒𝑎+(𝑟∗𝑐𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒)
 

4.3 

 

This logistic fit line with Systat estimated coefficient values was plotted 

along with the original unaltered reflectance values of the first transect. The 

similarity of these were estimated by eye and the values of a, r, and c were adjusted 

until the best fit was achieved using Excel. The final coefficient values determined 

for this transect are shown in Table 4.2. 
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Final Coefficients for Transect 1 

a  -0.244 

r 8.453 

c 0.978 

Final fit equation 
𝑁𝑡 =

0.25

1 + 𝑒−0.244+(8.453∗0.978𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒)
 

Table 4.2: Final coefficients determined by examining the fit line and glint 

reflectance data in Microsoft Excel. 
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Figure 4.2: First transect residual reflectance compared to the modeled residual 

reflectance created using coefficients estimated from Systat. 
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Figure 4.3: First transect glint and non-glint image reflectance compared to the 

model corrected reflectance values. 
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As seen in Figure 4.4, the model correction does remove a significant 

amount of the glint present, but there is still noise left in the signal. A second 

transect was also selected to produce varying model results that could be compared 

with the initial model created. This second transect showed a sharper increase and 

flattening than the first transect, producing varying coefficient values. The process 

of linearizing the transect reflectance values in order to fit the values using Systat 

was repeated. The final best fit coefficient values determined using Systat are 

shown in Table 4.2. 

  



 

 

106 

 

 

Figure 4.4: Second transect multispectral blue band residuals (glint image minus 

non-glint image) linearized. The nonlinear regression estimate model was run using 

equation 4.1. An estimated value of .978 for c was used; a and r were estimated by 

the model. 
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Second Transect 

Equation 𝒂 + (𝒓 ∗ 𝒄𝒅𝒊𝒔𝒕𝒂𝒏𝒄𝒆) 

a -0.367 (estimated) 

r 5.366 (estimated) 

a estimated range -0.453 to -0.280 

r estimated range 4.995 to 5.737 

c .978 (given) 

𝑹𝟐 0.834 

 

Table 4.3: Second transect parameters as estimated by Systat using the nonlinear 

estimate model tool.  

 

 After evaluating the fit of the logistic equation using the Systat estimated 

coefficients on the glint image data for this transect, new best fit coefficients were 

estimated using Excel. 

 

 

 



 

 

108 

 

Final Coefficients for Transect 2 

a  -0.695 

r 10.5 

c 0.9725 

Final fit equation 
𝑁𝑡 =

0.28

1 + 𝑒−0.695+(10.5∗0.9725𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒)
 

Table 4.4: Final coefficients determined by examining the fit line and glint 

reflectance data in Microsoft Excel for the second transect. 

 

 This second transect was considerably more difficult to fit than the first 

transect given its sharper increase and flattening. The Systat estimated coefficients 

did not fit very well, resulting in more estimation by eye using Excel to be 

necessary. It is important to note that the fit lines tested were quite dependent on 

the K value used (0.28 in the final fit equation in Table 4.4). This value was 

changed between transects based on the highest reflectance value present in the 

transect data. This value should be approximated based on the area being corrected 

with the model and would vary based on the level of glint present. 
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Figure 4.5: Second transect residual reflectance compared to model predicted 

residual reflectance values. 

 



 

 

110 

 

 

Figure 4.6: Second transect glint and non-glint reflectance compared to the model 

corrected reflectance values. 
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The models were then tested on other transects to determine their accuracy 

and ability to correct. It was apparent upon a visual inspection of various transects 

across the image that most of them showed a sharp increase and flattening pattern, 

closer to the shape of the second model produced, which therefore produced much 

better fits consistently. Due to this, the second model presented was used as the 

final model for all further analysis. A transect with a much larger total length was 

selected to test the models ability to correct as distance from the shore increases. 

Figure 4.7 shows the residuals of the images plotted with the model estimated 

residual values using the second model. It can be seen that in this case, the model 

does not predict the steepness of the increase well. For this transect, distance from 

the shore on the right hand side of the image was estimated using a georeferenced 

version of the image in ArcGIS Pro. Due to this estimation, the distance values are 

not as accurate as previous transect from the left hand side of the image. 
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Figure 4.7: Glint image and non-glint image residuals plotted with model predicted 

residual reflectance values. 
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Figure 4.8: Model corrected reflectance values compared to the glint and non-glint 

reflectance. 
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 It is evident that as distance from the shore increases and the reflectance 

signal becomes more filled with noise (more variable), the model is less accurate as 

it is essentially just subtracting a baseline value that comes from the K used. Thus, 

the noise itself is still present after correction but its scale is greatly reduced, 

making the signal more accurate than before correction although it retains the same 

noise patterns. This suggests the model is most accurate at distances closer to the 

shore. Further transects that do not include larger distances from the shore were 

used to continue testing the model. Another transect from the left hand side of the 

image but at a far distance from the transect used to create the model was used for 

the next test shown in figure 4.9. 
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Figure 4.9: Additional transect correction shown compared to glint and non-glint 

transects. 
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Figure 4.10: Additional transect model predicted residual reflectance values of glint 

and non-glint image compared to the actual values. 
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As seen in figure 4.10, although the model does not perfectly fit the 

steepness of the plot’s increase, it still fits the data relatively well for being a 

randomly selected transect. Based on its ability to better fit other transects in the 

image, this model based on transect 2 was used as the final model. Given the 

coefficients determined using Systat and Excel, best estimates for the makeup of 

these coefficients were established for a, r, and c as shown in Tables 4.5-4.7. 

 a 

Terms Used 
−

∝1

∝2
 

Term Units Dimensionless 

Term Values 
−

221.5°

329.9°
 

Final Value -0.671 

Model Value -0.695 

Table 4.5: For terms used, ∝1 refers to the non-glint image sensor azimuth angle 

and ∝2 refers to the glint image sensor azimuth angle (ratio). 
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 r 

Terms Used 1

𝜗
∗

1

𝜏
∗ 𝛿2 ∗ 𝜔 

Term Units 𝑠𝑒𝑐𝑜𝑛𝑑𝑠

𝑚𝑒𝑡𝑒𝑟
∗

1

𝑠𝑒𝑐𝑜𝑛𝑑𝑠
 

Term Values 1

3.58
∗

1

7200
∗ 88°2 ∗ 30.1° 

Final Value 9.05 

Model Value 10.5 

Table 4.6: For terms used, 𝜗 refers to the wind speed in meters per second, 𝜏  refers 

to the time the wind was blowing in the same direction without changing, 𝛿 refers 

to the wind direction angle, and 𝜔 refers to the difference between the sensor 

azimuth angle and the wind direction angle. 
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 c 

Terms Used 1 − [2 ∗ (𝜃1 + 𝜃2 + 𝜃3) ∗ (𝛿)] 

Term Units Dimensionless 

Term Values 
1 − [2 ∗ (

12.8

14.9
+

14.9

−22.4
+

19.6

26.6
) ∗ (

1

88
)] 

Final Value 0.97885 

Model Value 0.9725 

Table 4.7: For terms used, 𝜃1 refers to the in track viewing angle ratio between the 

glint and non-glint images. 𝜃2 refers to the across track viewing angle ratio between 

the glint and non-glint images. 𝜃3 refers to the off nadir viewing angle ratio 

between the glint and non-glint images. 𝛿 refers to the inverse of the wind 

direction, estimated (Eastern wind ~ 90 degrees). 

 

For the value of a, there is only a slight variation between the final value 

estimated and the model coefficient, within the range of possible values that does 

not significantly affect the quality of the fit of the model to the data. For the value 

of r, many of the terms used for the estimate are approximations which can explain 

the difference between the estimate and the model coefficient. The time the wind 

was blowing in a constant direction, wind direction angle, and the wind speed are 

all rough estimates based on historical weather data taken hourly, so some 

inaccuracies are expected. This can explain the variability of this value. The r term 
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in the exponential growth model affects the steepness/slope of the curve, which 

would suggest it is tied to how quickly the amount of glint increases. The terms tied 

to wind make the most logical sense for this coefficient, because the strength of the 

wind will cause the increase in glint levels to be more rapid if it is greater. The a 

term in the model affects the y intercept of the curve, shifting all of the values up or 

down accordingly, which essentially increases or decreases the total amount of 

glint present. Because the sensor azimuth angle has a great influence on the amount 

of glint present, it makes sense that it could play into this coefficient, however this 

is just an estimate, so it could fit in to a different part of the equation as well. 

For the value of c, the slight difference in the model value and the final 

value estimated using viewing and wind angles could be accounted for due to the 

uncertainty of the exact wind direction angle. 88 degrees was used in the final value 

estimation, but the actual value could have varied slightly. The historical data used 

for this was around 8 minutes prior to the time the first image was collected and did 

not give precise values for wind directions, only vector arrows. The possible terms 

that could make up the a, r, and c coefficients given in Tables 4.6-4.8 are only best 

estimations based on what terms are known to cause glint as well as terms that 

showed significant differences from the glint to non-glint images. The actual 

makeup of these coefficients could vary from the estimations given, but they are a 

good basis to work from for further research and estimation of glint inducing 
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parameters. The c term in the exponential growth model also contributes to the 

steepness/slope of the curve as well as the flatness of the beginning and ends of the 

curve. This coefficient was more difficult to estimate, so values that changed 

significantly between the glint and non-glint images that are known to contribute to 

glint were included. Ratios between the various viewing angles as well as the wind 

direction were used here, all of which could make sense for changing the parts of 

the curve that the r term influences. 

After initial model testing on the transects shown above and final 

estimations of coefficients values were solidified, more in depth model testing was 

performed using a region of interest (ROI) from the image. Figure 4.11 shows the 

region selected for this analysis. 
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Figure 4.11: The area of the image used for the region of interest (ROI) subset in 

the glint image. The region within the red box is shown zoomed in. The ROI is 

made up of all pixels within the green box. 
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Figure 4.13: Location of the transect across ROI used (red line visible below the 

crosshairs). 
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Figure 4.14: ROI visual correction transect reflectances compared to glint and non-

glint image transect. 

  



 

 

126 

 

Transect Mean Standard 

Error 

Std Deviation Percent 

Corrected 

Glint 0.238 0.016 0.139 - 

Non-glint 0.083 0 0.001 - 

Model 

Corrected 

0.154 0.01 0.087 54.19% 

Table 4.8: Values taken from the blue band of the glint and non-glint images. 

Based on the arithmetic means, the amount that was corrected on average from the 

glint transect using the model was 0.084. Subtracting the Non-glint mean from the 

glint mean yields that 0.155 should have been corrected out. Thus, a 54.19% 

correction value was calculated (what was removed- glint minus corrected, divided 

by what should have been removed- glint minus non-glint). 

 

 As can be seen in figure 4.12, although not complete, a definite change can 

be seen visually from the glint ROI to the corrected ROI. When the pixels are 

examined statistically, it can be seen that around half of the glint contamination is 

being successfully removed from the ROI. Figure 4.14 shows that the model 

struggles to fully correct pixels that are located around 60-70 meters from the 

shore, where the sharp increase occurs in the plot. After this distance, the amount of 

glint corrected increases steadily as the distance from the shore increases. This 

pattern can be expected to continue up to a limit, where the glint removed will 

appear as it does in figures 4.7-4.8. As an additional check of the accuracy of the 

model on this region, a random sample of 25 pixels was selected from the corrected 
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ROI to assess the percent corrected for each pixel. A final average percentage 

corrected for this sample is also provided, where 3 outliers were removed. These 

pixels were removed due to the over correction performed on them which skewed 

the average percent corrected with false negative values. 
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Figure 4.15: Random sample of 25 pixels from the ROI selected, showing corrected 

reflectance value with the glint and non-glint pixels corresponding. 
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Pixel Glint Corrected Non-glint % Corrected 

1 0.093 0.081 0.084 133.3333333 

2 0.385 0.292 0.084 30.89700997 

3 0.361 0.265 0.084 34.65703971 

4 0.087 0.086 0.083 25 

5 0.334 0.149 0.084 74 

6 0.357 0.187 0.081 61.5942029 

7 0.364 0.234 0.082 46.09929078 

8 0.349 0.269 0.084 30.18867925 

9 0.082 0.053 0.084 -1450 

10 0.103 0.071 0.082 152.3809524 

11 0.101 0.097 0.084 23.52941176 

12 0.103 0.071 0.082 152.3809524 

13 0.373 0.289 0.083 28.96551724 

14 0.407 0.284 0.082 37.84615385 

15 0.369 0.191 0.083 62.23776224 

16 0.369 0.204 0.083 57.69230769 

17 0.378 0.203 0.082 59.12162162 

18 0.428 0.24 0.081 54.17867435 

19 0.315 0.142 0.085 75.2173913 

20 0.464 0.375 0.083 23.35958005 

21 0.09 0.052 0.083 542.8571429 

22 0.095 0.084 0.084 100 

23 0.097 0.094 0.083 21.42857143 

24 0.065 0.051 0.084 -73.68421053 

25 0.321 0.216 0.082 43.93305439 

Table 4.9: Random pixel reflectance values for glint, non-glint, and the corrected 

ROIs. Values that are above 100 or negative reflect areas where the model over 

corrected glint pixels. An average correction percentage of 60.37% when outlier 

pixels 9, 21, and 24 were removed was calculated. 
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Transect Mean Standard 

Error 

Std Deviation Percent 

Corrected 

Glint 0.26 0.029 0.143 - 

Non-glint 0.083 0 0.001 - 

Model 

Corrected 

0.171 0.019 0.094  49.7% 

Table 4.10: Statistics calculated for the random sample of 25 pixels from the ROI 

used. Percent corrected based solely on mean values values, not averaged with 

every pixel as in Table 4.9. 
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Figure 4.16: Distributions of reflectance values in the transect through the ROI for 

both images and the corrected image.  
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 As evident from figure 4.11, although the model does not perfectly correct 

all of the glint present, it does remove a considerable amount of it and transforms 

the distribution of reflectance values closer to what it should be. When examining 

on a pixel by pixel basis for this random selection of pixels, it is seen that the 

model continues to correct around 50 to 60 percent of the glint present. 

4.2 Hedley Comparison Results 

The results of the Hedley correction on the glint contaminated image are 

shown in figures 4.1-4.8. It is evident that the correction method did not actually 

correct most of the glint known to be present in the image.  
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Figure 4.18: A section of the region of interest reflectance values of the original 

green band (glint contaminated image) and corresponding reflectance values for the 

Hedley corrected pixels, no scaling factor introduced.  
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Figure 4.19: A section of the region of interest reflectance values of the original red 

band (glint contaminated image) and corresponding reflectance values for the 

Hedley corrected pixels, no scaling factor introduced.  
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Figure 4.20: A section of the region of interest reflectance values of the original 

blue band (glint contaminated image) and corresponding reflectance values for the 

Hedley corrected pixels, no scaling factor introduced. 
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Due to the inadequacy of this correction, a scale factor was introduced to uniformly 

increase the value that is subtracted from the original reflectance value to correct it. 

Figures 4.5-4.7 show each band with a 100% increase in this value. 
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Figure 4.21: A section of the region of interest reflectance values of the original 

blue band (glint contaminated image) and corresponding reflectance values for the 

Hedley corrected pixels, a 100% increase scaling factor introduced. 
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Figure 4.22: A section of the region of interest reflectance values of the original 

green band (glint contaminated image) and corresponding reflectance values for the 

Hedley corrected pixels, a 100% increase scaling factor introduced. 
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Figure 4.23: A section of the region of interest reflectance values of the original red 

band (glint contaminated image) and corresponding reflectance values for the 

Hedley corrected pixels, a 100% increase scaling factor introduced. 
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Due to the inadequacy of this 100% scale up, the ideal calculated 6000% 

scale factor was introduced as seen in figure 4.8. Although this scale factor was 

calculated using a sample pixel and all of the corresponding values for that pixel 

from both images, the Hedley correction using this scale factor still did not produce 

adequate results. The uncorrected glint free image pixel values are all very 

homogenous, around 0.03, so even if a scale factor is made to create the perfect 

correction for one pixel, the other pixels will still not be corrected adequately due 

to the nature of the equation and the inevitable variability of the values it produces.  
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Figure 4.24: A section of the region of interest reflectance values of the glint free 

image (which would be the ideal corrected values) and corresponding reflectance 

values for the Hedley corrected pixels, a 6000% increase scaling factor introduced. 
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Based on these correction results, it is evident that a NIR method such as 

Hedley’s proves inadequate to properly correct this image due to the intensity and 

variability of the glint present. Even when the correction is scaled up to the 

appropriate range of values, the “corrected” pixels still have a strong presence of 

noise relative to the non-glint pixels. This is due to the very high amount of glint 

present in the image, causing a large amount of variability within the image. When 

one average pixel is selected to scale the rest of the correction to, the noisy pixels 

around it will also be scaled into much larger values that no longer make logical 

sense as reflectance values. This is seen in figure 4.24, where some of the noisiest 

pixels are amplified to values such as -2. This shows that with an image that has 

very high levels of glint, an accurate correction with this method would not be 

possible. 
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5. Summary and Recommendations 

 

5.1 Summary of Work Done 

For this thesis, a model of sun glint was produced using the residuals 

between two nearly simultaneously collected WorldView-3 images. Transects 

corresponding to fetch distance changes were produced and used to create 

estimated glint equations. Although a perfect model could not be attained, a good 

working estimate for the best fitting glint inducing parameters to the final 

coefficients was made to produce the final model. These parameters accounted for 

viewing angle geometry and wind properties, which are the terms known to induce 

glint. The resulting model was also compared to a commonly used NIR glint 

correction method, which proved ineffective for accurately removing the glint in 

these images. Relative to the model created in this work, the Hedley method proves 

less effective. Although noise is still present in the final model corrections, the 

model is still able to correct better than some existing methods for images with a 

large amount of glint. 

5.2 Recommendations 

If this work were to be continued and built upon, it would be highly 

beneficial to purchase more imagery with a larger area, namely expanding to the 

East shore of the Banana River side of the image. This would greatly improve the 
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fetch distance distribution of glint and allow for better transects containing more 

useful information to be created. If more imagery could be identified that shared the 

same characteristics of the glint contaminated and glint free images used in this 

work, these would be very useful for building this model, allowing for different 

wind speeds, wind directions, and sensor and sun geometry angles to test on the 

model and fine tune it further. Additionally, although many glint inducing factors 

were considered when estimating the makeup of the fit line coefficients, there may 

be other factors contributing to the existence of sun glint that were not considered 

in the scope of this study, such as the bathymetric composition of the seafloor 

amongst others. If additional time was available, this study could be performed on 

more transects within the same images and tested across various areas in the 

images. Due to the scope and timeline of this thesis, further analysis was unable to 

be conducted and is recommended for future continuations of this work.  
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Appendix A 
 

Performing Radiometric Calibration on Raw Imagery 

in ENVI 

 

In order to begin working with the raw imagery from WorldView-3, a radiometric 

calibration had to be performed on the data using ENVI  5.6.3. Below are the 

documented steps taken to transform the raw imagery from counts to radiance and 

reflectance values.  

First ENVI 5.6.3 was started up, which should look as follows. 
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Select “File”, then “Open”, and navigate to the image folder. Select the file for the 

image that has a .til extension and open it.  That should open up the image to 

appear as follows. 

 

 

 

Next, from the “Toolbox” menu on the right hand side of the window, select 

“Radiometric Correction” to expand the drop down list.  
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From the dropdown menu under radiometric correction, double click radiometric 

calibration and data selection window pops up. 

 

 

 

Select the .til file and click OK. A new pop up window should appear with preset 

values filled in as follows.  
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Make sure it is set to “Radiance” for “Calibration Type” and select a location and 

name for the output, click OK. The new radiance file should now be ready for use 

and appears on the screen.  
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An example of what the new radiance values look like in comparison to their 

original raw counts is shown above using the cursor value tool. 

Now to create the reflectance value image, double click Radiometric Calibration 

once again and select the .til file.  
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Change the Calibration Type to “Reflectance” from “Radiance”, and select the 

location and name to save. The cursor value box automatically updates to show the 

new image. Moving forward, all work done to the image uses the reflectance output 

file created.
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Appendix B 

 

Performing Nonlinear Regression Using Systat 

With the necessary distance and transformed y columns pasted into Systat from Excel 

where they are created, The Regression: Nonlinear: Estimate Model is opened from 

Systat’s quick menu (Outlined by red box). 

 

Once the pop up box opens as follows, the transformed y data is added to the “dependent” 

box. An initial guess for the model expression is entered into the respective box, adding the 

distance column into the expression made. To save the residuals, the “Save” box to the left 

of the drop down menu labeled “Residuals” is selected and a filename and location can be 

entered below this box.  



 

 

158 

 

 

Click OK, and the estimate model will run. It will then produce a list of information 

including the number of iterations that were necessary to produce the estimates, R-squared 

values, best guesses for the parameters input to the “Model expression” box, and a plot of 

the data with the resulting fit line. 
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Following this, according to the accuracy of the fit, new parameter estimated can be used, 

new parameters to be estimated can be added, or more iterations can be specified under the 

options menu as shown below. 
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Increasing this value will generally lead to a better fit up to a limit. 
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