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Abstract 
 

Title: Modelling Terrestrial and Potential Extraterrestrial Photopigments via Density 

Functional Theory 

Author: Dorothea Illner 

Advisor: Roberto Peverati, Ph.D. 

In the search for extraterrestrial life, biosignatures play a crucial role in identifying its 

putative traces. A commonly known and robust biosignature is the Vegetation Red Edge 

(VRE), which can be described as a sharp increase of reflectance observed from a planet 

and stems from the light absorption of photopigments in specific regions in the 

electromagnetic spectrum. For Earth, this VRE is known to occur around 700 nm, 

however, if the photopigments absorb light in different regions and have different 

structures the VRE could experience a wavelength shift.  

In this work, Chlorophyll a and a potential photopigment precursor called Phot0 were 

computationally modeled using a variety of DFT functionals. The results indicate that 

these photopigments are best described using the PW6B95 global hybrid functional or 

the B2PLYP double hybrid functional since both of these methods provide relatively 

accurate results at low computational cost. Additionally, the influence of the metal center 

on the peak shift in the absorption spectrum of phot0 was explored. Elements with a 

higher electronegativity than magnesium, which is the metal center found in 

chlorophylls, shift the peak towards a lower wavelength, while a relatively lower 

electronegativity of the metal center results in a redshifted peak.  
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Chapter 1  
Photosynthesis 

 

1.1 Photosynthesis  

Photosynthesis can be described as a metabolic pathway that produces chemical energy utilizing light 

energy. The synthesis of organic compounds from inorganic materials happens in the presence of 

sunlight, which explains the name photosynthesis in which “photo” originates from the Greek word phōs 

meaning light.1 The term photosynthesis is commonly used to describe oxygenic photosynthesis where 

carbon dioxide and water produce carbohydrates and oxygen as a byproduct. In the light reaction carbon 

dioxide is captured from the air, bound in the plants, and then used to produce organics (e.g. 

carbohydrates). The general reaction of photosynthesis is shown below, potential carbohydrate products 

are for example glucose C6H12O6.2  

    

    (1) 

Photosynthesis is well known to be one of the most important bioprocesses on Earth. The importance of 

photosynthesis is shown in the fact that about 80% of all the biomass on Earth consists of photosynthetic 

organisms.3 To get a better understanding of the order-of-magnitude photosynthesis has, one might want 

to look into the paper by Field et al., published in 1998.4  They explore the net primary production 

(NPP), which has been defined as the amount of carbon that is fixated in the photosynthetic process and 

is available to “the first heterotrophic level in an ecosystem”.5 Field et al. explain that a global NPP of 

around  104.9 petagrams carbon is reached per year. Obviously, these numbers are partly outdated, but 

show the significance of photosynthesis on Earth. A more modern example is provided by Frankelius et 

al. in their paper from 2020 where they explained that cereals alone were responsible for the capture of 

3,825 Tg of carbon dioxide every year.6  

 

1.1.1 Transformation of light energy into electrochemical free energy 

Generally, photosynthesis involves two main processes; the light-dependent and light-independent 

(dark) reaction. Light-dependent reactions are initiated as soon as the photopigment absorbs a photon 

which causes it to lose an electron. This thesis focuses on the light-dependent reaction and explores how 

photopigments capture light in the following paragraphs. 

Photopigments play an important role in photosynthesis since they are able to harvest light. The most 

well-known example of photopigments are chlorophylls (Chls). In 1932 Emerson and Arnold 

revolutionized the understanding of functional pigment organization with their experiment that revealed 
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that it takes 2500 chorophylls and relatively high light intensities to produce one oxygen molecule in 10 

minutes.7 They illuminated a cell suspension of green alga Chlorella with repetitive 10 µs flashes and 

observed that only a small fraction amongst all chlorophylls is directly involved in the transformation 

of electronically excited states into the primary electrochemical product.8 These new results helped 

Gaffron and Wohl to develop the idea of photosynthetic units that organize pigments and functionally 

distinguish them into two main groups. About 99% of all pigments are involved in light absorption and 

aid in the transfer of the electronically excited states to the place of the photochemical reaction.8  

The majority of pigments, symbolized by PA, form a light-harvesting device called an antenna. This 

assists in the enhancement of the optical cross-section of photochemically active pigments, here referred 

to as PRC with RC symbolizing reaction centers. In figure 1 the basic mechanism for antenna pigments 

PA and reaction center pigments PRC is visualized in the framework of a HOMO/LUMO scheme, with 

HOMO and LUMO referring to the highest occupied and lowest unoccupied molecular orbitals. The 

two pigment molecules (P1 and P2) with matching orbital structures exhibit a so-called electronic 

coupling and symbolize either antenna or RC pigments.  In the beginning, P1 is in the first excited 

electronic singlet state (here represented with 1P1*), while P2 starts in the electronic ground state. From 

here two different electronic interactions can occur between 1P1* and P2. Either a radiation less excitation 

energy transfer (EET) happens, or an electron transfer (ET) takes place. An ET demonstrates how RC 

pigments behave, while the EET reflects the basic principle of antenna pigments. In an EET an exciton 

is transferred to another pigment molecule, shown in the figure below with green arrows.8 The term 

“exciton” was originally used in solid-state physics to define electronically excited states in crystals.9  
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Figure 1: Visualization of the basic mechanism for the functions of PA and PRC. P1 and P2 represent two 

pigment molecules with matching orbital structures. (1P1* is the first excited electronic singlet state of 

the P1 molecule, while P1 and P2 are the electronic ground states). HOMO and LUMO refer to the highest 

occupied and lowest unoccupied molecular orbitals. The diagram illustrates the excitation energy 

transfer (EET, green) and electron transfer (ET, red) processes. In the lower portion, an antenna (green) 

and reaction center (red) complex is shown, with 〈ε〉 and 〈e〉 representing exciton and an electron, and 

kt and kPC representing the rate constants for EET and ET. Lastly, A1/A2 are electron acceptor 

components.8 

On the other hand, an ET leads to the formation of ion radical pairs P1
+• P2

–• where the excited pigment 

transfers an electron to the ground state P2. Here 1P1* and P2 are coupled and P2 serves as an electron 

acceptor. ET represents the function of a photochemically active pigment PRC, while EET reflects the 

underlying principle of PA.8 

As established earlier photosynthesis is one of the most important biochemical pathways due to its direct 

or indirect occurrence in nearly all life on Earth.10,11 This complex process occurs in plants, but also 

algae and bacteria. Some bacteria perform anoxygenic photosynthesis utilizing bacteriochlorophyll to 

split hydrogen sulfide. Hydrogen sulfide is the equivalent of water in this case yielding sulfur instead of 

oxygen as a byproduct. Another form of phototrophy occurring in prokaryotes (bacteria and archaea) is 

a type of non-carbon-fixing anoxygenic pathway.12 As rightly noted by the author, "Rhodopsins do not 

mediate electron transfer reactions—they can perform phototrophy but not photosynthesis".12 
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 In this case, photopigment retinal and microbial rhodopsin derivates absorb light in the green region to 

synthesize adenosine triphosphate directly via proton pumps. This version of phototrophy appears to be 

ancient, and may have existed in the Paleoarchean. Moreover, it constitutes a sizable fraction of all 

oceanic phototrophy documented on modern Earth.13  

On the whole, many scientists think that the first organisms important for photosynthesis were reducing 

agents like hydrogen or hydrogen sulfide which evolved early in Earth's history.14,15 Afterwards 

cyanobacteria evolved contributing directly to the oxygenation of Earth by producing an excess of 

oxygen; making the path for the evolution of complex life.13  

1.2 Extraterrestrial Photosynthesis 

Photosynthesis on earth works due to the absorption of light, emitted by our sun. The sun emits light 

within a broad wavelength spectrum, of which humans can see only a small range, called the visible 

spectrum from approximately 400 to 750 nm, while the majority of electromagnetic radiation stays 

hidden.16 Green plants contain different photopigments, like chlorophylls (Chls), which absorb light at 

a different wavelength. Chlorophyll a (Chl a) is the primary photopigment for oxygenic photosynthesis 

in many organisms, including plants, algae, or cyanobacteria.17 Many photopigments, such as Chl a, 

absorb light at a peak wavelength of 680 and 700 nm.8,13,14 However, the sun emits the strongest spectral 

energy flux at around 550 nm, while the highest photon flux occurs  around 650 nm.15  

There is no guarantee that photosynthesis on extraterrestrial planets uses photopigments similar to those 

found on earth. Other star systems provide different conditions, which makes it likely that 

photosynthesis and photopigments are adjusted to such. Lehmer et al. published a paper in 2021 and 

described how different stars emit light with different peak absorbance wavelengths.18 They describe 

that in other star systems, various chlorophyll derivates are likely to be formed. Lehmer et al. used 

Björns method, which was optimized by Marosvölgyi and van Gorkom to compute the absorption-based 

photon flux.18,19  

Aside from Lehmer, many other scientists explore the possibilities of photosynthesis on earth-like 

planets (ELPs).20–26 Wolstenscroft and Raven discuss conditions on Earth that led to O2-producing 

photosynthesis on Earth and theorize how photosynthesis can evolve on ELPs, considering various 

factors (liquid water, UV radiation). The paper moreover explores to what extend parent star type and 

geological processes influence the O2 generation and photosynthetic productivity.20  

Another work by Kiang et al. focuses on biosignatures from ELPs orbiting different star types. They 

simulate a variety of atmospheric compositions and conclude that photopigments show a different 

absorption peak wavelength depending on the star system they are in.21  
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Very recently Duffy et al. published a paper discussing photosynthesis on ELPs orbiting closely around 

ultracool red dwarf stars. These systems are interesting, because the photosynthetically active region in 

the emission spectrum is very limited, meaning that oxygenic photosynthesis might be unable to occur 

and anoxygenic photosynthesis is in the focus. The paper contains an assessment of properties needed 

for optimal antenna absorption at a certain spectral flux and predicts absorption spectra of potential 

photopigments.22 

Lingam et al. published a variety of work on this topic. They developed a quantum-mechanic model, to 

aid in the exploration of excitation features of photopigments, by assuming that the host star´s spectral 

photon flux determines the absorption maximum of photopigments.23 On the other hand, they published 

two papers concerning prospective life on ELPs around brown dwarfs.24,25 The first paper discusses the 

total habitable volume of brown dwarfs, which can be defined as a range of conditions for the presence 

of liquid water. This habitable volume, which was explored for effective temperatures ranging from 250 

to 300 K, is claimed to be approximately 2 orders of magnitude higher than that of ELPs. Moreover, the 

importance of photosynthesis and other factors is studied for the facilitation of life.25 In the other paper 

they specifically focus on three factors: 1) The expected life time of planets in the habitable zone, 2) 

The photon fluxes needed for oxygenic photosynthesis, 3) ultraviolet (UV) radiation fluxes necessary 

for prebiotic reactions (origin of life).24  

Lastly, Lingam and Loeb explore the possibility of photosynthesis occurring on rocky planets with a 

permanent nightside, driven by light reflected from exomoons. Additionally, prospective photosynthesis 

is analyzed for habitable exomoons with light reflected from the planet they are orbiting. The results 

indicate that this planet-moon system can be feasible, if the star mass 𝑀⋆ is bigger or approximately 0.2 

the planet mass 𝑀⊙ (𝑀⋆ ≳ 0.2𝑀⊙).26 

 

1.3 Extraterrestrial photosynthesis and biosignatures 

A common strategy that scientists follow in the search for extraterrestrial life is to extrapolate from our 

Earth, a planet with life. Therefore, one could imagine the existence of photosynthesis on other worlds, 

which leads to the question of detecting such. Scientists search for so-called “biosignatures”, which are 

commonly defined as substances, objects, and/ or patterns that originate from biological agents.27 Des 

Marais et al. provide a better idea of biosignatures in their compendium written in 2008.28 Their list 

includes, for example, atmospheric gases, temporal changes, cellular and extracellular morphologies, as 

well as bio-organic molecular structures.15 Schwieterman et al. provide a more recent overview of 

biosignatures.29 
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There are two common biosignatures of photosynthesis which can be considered canonical. The term 

canonical refers to biosignatures that are unique to life and not produced abiotically.30 The first important 

signature to look out for is molecular oxygen O2.  

Molecular oxygen is produced as a side product in photosynthesis and is hypothetically detectable by 

spectroscopes. The O2-A band occurs around 760 nm while the O2-B band is found at approximately 

690 nm.29  O2 is the best-studied remote-sensing biosignature that is known to have several false 

positives and moreover serves as the classic example of false negatives.31,32 A false negative describes 

the suppression of the generated biosignature, which prevents their detection.33 A robust biosignature is 

a signature that indicates the existence of life and has no known false positives (or negatives).34 A robust 

interpretation of biosignatures includes their environmental factors. Since oxygen is so well studied, its 

framework helps assess potential biosignature candidates.35 Earth's history shows how oxygen rise is 

dependent on the planet's evolution of oxygenic photosynthesis and geochemical dynamics favorable 

for the long-term accumulation of significant amounts of oxygen.36,37 

The second important biosignature that we focus on in this work is called Vegetation Red Edge (VRE). 

It is defined as a spectral biosignature describing a region in the electromagnetic spectrum where the 

reflectance changes rapidly. Most chlorophylls show a decline in absorbance beyond the Qy band around 

650-700 nm. In comparison to O2, the VRE is a robust biosignature. Moreover, photopigments are like 

chlorophylls canonically perceived as possible reliable indicators of extraterrestrial life.38  

 

1.4 Photopigments 

As mentioned earlier photopigments are molecules that can participate in photosynthesis by light-

harvesting. Since the process of photosynthesis varies from species to species, it is to be expected that 

different photopigments evolved. This thesis is supported by the fact that all photosynthesis mechanisms 

start when light energy is absorbed by so-called reaction centers, which are proteins that contain 

photosynthetic pigments or chromophores.  

Chlorophylls are found in almost all organisms that undergo photosynthesis, like plants, algae, and 

bacteria. Plants and algae commonly contain chlorophyll a and b, but algae additionally use other 

photopigments, like carotenoids (shown in figure 2). The majority of algae and plants contain Chl a to 

collect light used for photosynthesis. Green algae and euglenophytes moreover use Chl b, while other 

algae use many different combinations of chlorophylls, carotenoids, or phycobiliproteins to collect light 

with different wavelengths.39 Bacteria commonly contain Chl a, phycobiliproteins, bacteriochlorophylls, 

or carotenoids. In cyanobacteria Chl a and phycobiliproteins were found, purple bacteria comprise BChl 

a and Bchl b, and research proved that green sulfur bacteria contain Bchl e and Bchl c.39 Thus, a variety 
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of pigments (both chlorophylls and otherwise) are documented in photosynthetic organisms on Earth, 

though our focus will be exclusively on the former. 

 

 

 

 

 

 

Figure 2: Molecular structure of Carotenoid a (upper structure) and b (lower structure). 

 

1.4.1 Chlorophylls  

Chlorophylls form one of the most important and well-known classes of photopigments responsible for 

photosynthesis.39 The name leads back to the Greek words khloros translation meaning “pale green” and 

phyllon meaning “leaf”.1 Generally, chlorophylls have three major roles in photosynthesis: 1) 

Absorbance of light in the light-harvesting complexes or antennas, 2) Transfer of excitation energy with 

a high quantum efficiency to the reaction centers, 3) Charge separation across the photosynthetic 

membrane, which generates reducing agents (electron donors) and ATP over a simultaneously generated 

membrane potential.39  

There are nearly 100 different chlorophyll structures known, for example, the most well-known 

chlorophyll a and chlorophyll b39. The different structures for chlorophyll a and b are shown below and 

illustrate the porphyrin ring structure chlorophylls contain, as well as their magnesium center ion (figure 

3). As one can tell from the structures shown in figure 3, chlorophylls break the D4h symmetry. This has 

a crucial influence on the orbital energies and breaks the degeneracy for the idealized D4h molecule.40  
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Figure 3: Structures for Chlorophyll a (Chl a) shown on the left, and for Chlorophyll b (Chl b) on the 
right, with R representing the side chain C20H39, were built using ChemDraw20.0.  

 

The spectroscopic properties of chlorophylls can be described using the Gouterman model, which 

involves the excitation between four different frontier orbitals: HOMO-1, HOMO, LUMO, and lastly 

LUMO+1.41 If one assumes an idealized D4h symmetry on the molecules, the two occupied orbitals 

experience a transformation to two degenerate orbitals called a2u and a1u. On the other hand, the two 

unoccupied orbitals transform into a set of degenerate eg orbitals. For transitions between these orbitals, 

one expects two excited states with 1Eu character, which are split in their energy by orbital mixing. As a 

result, two absorption bands are expected to occur in absorption spectra. Firstly, the B-band also referred 

to as the Soret band, is expected at a lower wavelength with relatively high intensity, and secondly, the 

Q-band at a higher wavelength, but with relatively low intensity.40 The B-band is found around 380 to 

420 nm, while the weaker Q band is observed between 500 to 800 nm.42 However, this model is 

inaccurate for ideal D4h symmetry because the HOMO-1 and HOMO  and the LUMO and LUMO+1 are 

degenerate, meaning that only one signal will be seen in the absorption spectrum since the transitions 

share the same excitation energy due to the degeneracy of the orbitals. 

To label the transitions one can use the polarization direction implemented into the macrocycle plane 

and with its origin set at the Mg2+ ion. The x-axis is oriented along the NH···NH coordinate of the 

porphyrin, which is furthermore indicated in Figure 4 below. The Qy transition is expected to have the 

lowest energy, as indicated in Figure 4. The other transitions are expected to show increasing energy in 

the following order: Qx, to Bx, and lastly to By. Accordingly, y-labeled transitions should mainly 

correspond to the transitions from HOMO LUMO and HOMO-1  LUMO+1, while x-labeled 

transitions refer to HOMO-1  LUMO as well as HOMO  LUMO+1 transition.  
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Figure 4: Frontier Molecular Orbitals (MOs) calculated for Chl a using CAM-B3LYP-D3(BJ) and the 

def2-TZVP basis set. The labeling of the orbitals was done in two different ways: first using the 

porphyrin ring geometry (D4h point group; labels are shown in the figure to the left of “/”) and chlorin 

(C2v point group; labels are shown in the figure to the right of “/”). Every one-electron Gouterman 

transition and the associated dipole moment shows either an x-polarization (Qx and Bx; pink arrows) or 

a y-polarization (By and Qy; blue arrows). In the inset are the approximated state compositions of the 

four transitions reported, which were calculated with CAM-B3LYP-D3(BJ)/def2-TZVP.40 

Obtaining experimental gas-phase spectra of chlorophylls is quite challenging since neutral Chls 

decompose easily. For that reason chlorophyll spectra were historically obtained in solution, however, 

computational models are mainly focused on the accurate calculation of low-lying excited states of 

Chls.43–49 However, solvent effects can cause interferences, which were generally neglected, prohibiting 

such calculations from being used as a benchmark.50,51 Figure 5 shows an example of the absorption 

spectra of various photopigments calculated in monodisperse solutions. 



10 
 

 

Figure 5: Absorption spectra of Chl a and PChlide a and BChl a calculated in monodisperse solutions 
with absorption band assignment based on the four-orbital model.39 

 

Recently, however, accurate gas-phase spectra of charged Chls were produced by tagging molecules 

with cations and measuring with action spectroscopy.42,52–54 Sirohiwal et al. used the experimental data 

obtained by Gruber et al. by tagging Chl a with tetramethylammonium (figure 6) and combined it with 

calculations utilizing the domain-based local pair natural orbital implementation of the similarity 

transformed equation of motion coupled cluster theory with single and double excitations (DLPNO-

STEOM-CCSD, explained in section 2.1.9) to report energy shifts and correct the experimental 

absorption maxima to vertical excitation energies (VEEs, explained in section 1.5).42,55 Therefore, 

Sirohiwal et al. report quasi-experimental VEEs for Chl a in their paper, which allows for the 

comparison of calculated VVEs directly to gas-phase spectra.56  They moreover, calculated and analyzed 

the band shape by using two different approaches that use an optimized geometry of the ground state 

and assume that the excited state can be approximated by a Hessian optimization step that is single 

augmented.55 



11 
 

 

Figure 6: Gas-phase absorption spectrum of charge-tagged Chl a in the gas phase at 300 K after one-
photon absorption.42  

The absorption peaks of photopigments can be shifted by changing the energy of frontier orbitals via 

the functionalization of the central ring system or changing the central metal.  The variety of different 

chlorophylls shows that on Earth the former method is preferred and many different sidechains are found 

on the central ring. However, other planets might substitute the metal center with other metals that show 

similar properties to Mg, like Zn or Ca.26 Such metals are abundant in the Universe and could replace 

magnesium.57  

When another metal is employed into the ring system the orbital energies experience a change due to 

the effect on the π-system.40 If one assumes an idealized D4h symmetry, the interaction of the metal with 

the a2u orbital is restricted. Therefore, a metal with a higher electronegativity than magnesium will raise 

the orbital energy and a more electropositive metal will lower the energy of the orbital.41 

 

1.4.2 Phot0 

Phot0 is a primeval pigment introduced by Juan García de la Concepción et al., which could be a 

precursor for chlorophylls.58 In their paper they provided a theoretical synthesis for the compound 

(Figure 7), as well as a substitution of the central metal ion with zinc Zn and magnesium Mg. 

Furthermore, they calculated reactive potential energy surfaces and UV/Vis spectra. These calculations 

utilized the density functional theory (DFT, explained in section 2.1), with the jun-cc-pVTZ basis set 

and a global-hybrid exchange-correlation MN15 method. The Zn complex was described by an 

effective-core potential LANL2DZ. For the UV/Vis spectra, the B2PLYP and the def2-TZVP basis set 
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were used on a CAM-B3LYP optimized geometry, including the dispersion correction D3(BJ). These 

methods were taken from the paper by Sirohwal et al., who built various derivates of Chl a intending to 

calculate their vibrionic transitions.55 To obtain those they used the approach by Baiardi et al. and 

calculated their DLPNO-STEOM vertical excitation energies (VEEs), and transition dipole moments 

(TDMs) by using the Franck−Condon approximation (explained in section 1.5), and their derivatives 

(Herzberg−Teller effects). They calculated the ground- and excited-state geometries and the harmonic 

vibrational frequencies using the DFT/TD-DFT level.55,59–62 After obtaining these results Sirohwal et al. 

compared the DLPNO−STEOM-CCSD to the literature values and DFT calculations. They found here 

that B2PLYP performed best.55  

 

Figure 7: E + ZPE energy profiles showing the possible synthesis of Phot0 starting from Intermediate 

Int1Zn (energy values given in kcal mol-1).58 

In figure 8 the theoretical absorption spectrum for Chl a, BChl a, and two different Phot0 complexes is 

shown.  As seen from the spectrum below the weakest absorption peaks of Phot0-Zn and Phot0-Zn are 

at 562 nm and 548 nm, which is close to the Qy and Qx bands respectively.  
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Figure 8: Theoretical UV/Vis absorption spectra of Chlorophyll a (green), Bacteriochlorophyll a (red), 

Phot0-Zn (purple), and Phot0-Mn (yellow) computed in vacuum and with a substitution of the phytyl 

groups in Chl a and BChl a with a methyl group.58 

 

1.5 Vertical Excitation Energies and Frank-Condon principle 

Most molecules show excited electronic states in addition to their ground electronic state. The ground 

state refers to the lowest energy state the molecule can have. If energy is absorbed an electron might 

jump from the ground state to a state with higher energy/ excited state. Those molecular electronic 

transitions are generally defined as the excitation of an electron from one energy level to a higher energy 

level, and therefore do not need to originate from the ground state.63 One could for example imagine 

that the electron gets excited from the HOMO-1 to a higher energy level. 

However, aside from just electronic transitions so called vibronic transition can occur. Vibronic 

transitions describe the combination of an electronic excitation combined with a vibrational excitation, 

which yields in vibrational fine structures observed in UV/Vis spectra. The absorbance of a photon can 

promote the molecule from its ground vibrational state to a higher vibrational level of an excited state.63 

The ground state, commonly referred to as X, and its energy (E0 or Eg), can support many vibrational 

energy levels, however at sufficiently low temperatures (e.g. 0 K) the lowest vibrational level is the only 

populated one.64 Therefore, electronic transitions originate from this vibronic level n=0. The excited 

state, usually called S0 or S1, is also able to support many vibrational levels, and, in addition, experiences 

a shift of the potential energy curve of nuclear coordinates. The potential energy curve is obtained from 
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calculations for the electronic structure of the molecule at particular coordinates and by solving for the 

eigenvalue of the energy (including potential and kinetic energy of electrons). Consequently, excitation 

into multiple different excited state levels is possible from the ground state (figure 9). The vibrational 

structure of electronic bands is defined by vibronic transitions, which occur when electronic and 

vibrational transitions happen simultaneously.65 As a consequence vibrational fine structures play an 

important role in the characterization of energy transitions when observed in compounds. Vibronic 

structures can aid in line broadening because applicable molecules with vibrational modes will 

accompany electronic transitions and determine the line shape.66   

The Frank-Condon principle states that the nuclear configuration shows no significant change during 

the energy absorption. This stems from the fact that the electron rearrangement is significantly faster 

than the motion of a nucleus (similar to the Born-Oppenheimer approximation).65 Therefore, the 

electronic transitions happen on such fast timescales compared to the nuclei motion that the nuclei can 

be considered fixed during the transition. This means, that the nuclear coordinates (x-axis in figure 9) 

do not change during the electronic excitation and the excitation energies are consequently vertical 

(Vertical excitation energy, VEE).63 The principle moreover states that the probability of every transition 

is defined by the degree of overlap occurring between the ground and excited state vibrational wave 

functions. Such individual vibrational bands are observable in gas phase absorption spectra of 

molecules, however the assignment to specific transitions is challenging. 

 

Figure 9: Franck-Condon principle: Graph of the molecular ground state potential energy curve, S0, and 
molecular excited state potential energy curve, S1, with their different vibrational levels (𝑣).63  
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Chapter 2  
Density Functional Theory 

 

2.1 Density Functional Theory 

Theoretical methods are able to bridge the gap between experimental data and fundamental physical 

principles, allowing the development of a deeper understanding of chemical systems. Over time various 

modeling approaches were developed, each with their own strengths and disadvantages. Earlier methods 

attempt to solve for the wavefunction, however the wavefunction´s unpredictability poses significant 

challenges and shows high computational cost. Striving to simplify this process the Density Functional 

Theory (DFT) was introduced, replacing the N-electron wavefunction with a much simpler model of the 

electron density 𝜌(𝑟).67  

As previously mentioned, research groups modeled the absorption spectra of photopigments (Chl a and 

phot0) using mainly wave function theory (DLPNO STEOM CCSD). The results show high accuracy; 

however, this modelling is computationally cost-heavy, meaning that it takes a long time to finish the 

calculations. To reduce the computational cost density functional theory can be employed, which was 

shown by Sirohiwal et al.55 They tested various DFT functionals and found that the B2PLYP functional 

shows a comparable accuracy to the WFT methods used. This work expands the benchmark of 

functionals to find more DFT functionals with comparable accuracy to the WFT standard.  

The electron density is used to predict the behavior of electrons by solving the Schrödinger equation and 

was selected because density is a physical observable that is directly linked to the Hamiltonian a priori. 

The Hamiltonian operator is only dependent on the total number of electrons and the positions and 

atomic numbers of the nuclei. This information hints at the use of the electronic density to describe 

systems because the integration of the squared wavefunction over space yields the total number of 

electrons and therefore the electronic density. 

2.1.1 Thomas-Fermi model 

The Thomas-Fermi model was the first DFT model, developed in the 1920s, and is often used as a 

starting point for more advanced computational models.67 The basic idea of this model revolves around 

the characterization of the electronic structure of a system being characterized solely by its electron 

density. The model assumes that electrons are delocalized and that there is an effective potential field 

that determines itself by the nuclear charge as well as the electron distribution.67  

As already mentioned this model serves as a precursor for more complicated models, but shows several 

limitations. The Thomas-Fermi model is particularly restricted in the accurate description of electron 
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correlation effects. These issues stem from the fact that the kinetic energy is approximated and the 

correlation effect of electrons and the exchange energy of an atom is not represented in the model.  

The exchange energy is a crucial term that needs to be defined better. Exchange energy, or exchange 

interaction, refers to an energy difference that stems from a difference in the configurations of 

electrons.68 Since this definition is not trivial an example is introduced to help understand the exchange 

energy. One assumes a two-electron system with the two quantum states A and B, and the two electron 

spins 𝛼(parallel) and 𝛽(antiparallel). Here 𝐴ఈ would for example refer to quantum state A with parallel 

spins. There are two degenerate states (states of the same energy) called 𝐴ఈ𝐵ఉ and 𝐴ఉ𝐵ఈ. If one 

combines these two states the following wavefunctions result: 

𝛹ௌ = 𝐴ఈ𝐵ఉ + 𝐴ఉ𝐵ఈ 

𝛹஺ = 𝐴ఈ𝐵ఉ − 𝐴ఉ𝐵ఈ 

These states are not degenerate anymore and the energy difference between 𝐸ௌ and 𝐸஺  yields the 

exchange energy. Due to the difference in spin orientation, a variance in the electron configuration will 

be observed for 𝛹ௌ and 𝛹஺, because parallel electrons will avoid each other (𝛹ௌ) and vice versa.68 

In 1930 Dirac improved the Thomas-Fermi model significantly by adding a term describing exchange 

energy, however, the issues with the kinetic energy still remained, making the method inaccurate for the 

description of molecular bonding.69 Kohn and Sham were able to circumvent the problems caused by 

the kinetic energy by building a fictitious system with a known kinetic energy for non-interacting 

electrons.  

2.1.2 Hohenberg-Kohn theorems 

As explained earlier one of the biggest advantages of DFT is the replacement of the N-electron 

wavefunction with the electronic density, which is made possible by the Hohenberg-Kohn theorems. 

Instead of using orbital interpretations to describe the probability of electrons, DFT uses the “uniform 

electron gas” model or UEG model. The UEG´s main assumption is that electrons are uniformly 

distributed among the system, leading to homogeneous electron density throughout the material and an 

external potential interpreted as a uniformly distributed positive charge. The external potential that 

electrons experience can be more fittingly described as the nuclei attraction.  

Now, the Hohenberg-Kohn Existence Theorem describes the ground-state density, which determines 

the external potential. To prove that the ground state density uniquely determines the external potential 

reduction ad absurdo is used. Firstly, we want to focus on the case that two different external potentials 

can be consistent with the same nondegenerate ground-state density 𝜌଴. The two potentials will be 

referred to as 𝑣௔ and 𝑣௕ , and their Hamiltonians respectively as 𝐻௔ and 𝐻௕. A ground state wavefunction 
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Ψ0 and eigenvalue E0 are associated with each Hamiltonian. The variational theorem of molecular orbital 

theory states that the expectation value of Hamiltonian a over wavefunction b has to exceed the ground-

state energy of a: 

𝐸଴,௔  <  〈𝛹଴,௕ห𝐻௔|𝛹଴,௕〉                ( 1 ) 

This expression can be rewritten as follows: 

   𝐸଴,௔  <  〈Ψ଴,ୠห𝐻௔ − 𝐻௕ + 𝐻௕|Ψ଴,ୠ〉        ( 2 ) 

                      <  〈Ψ଴,ୠห𝐻௔ − 𝐻௕|Ψ଴,ୠ〉 + 〈Ψ଴,ୠห𝐻௕|Ψ଴,ୠ〉  

              <  〈Ψ଴,ୠห𝑣௔ − 𝑣௕|Ψ଴,ୠ〉 + 𝐸଴,௕           

The potentials 𝑣 are one electron operators which means that the Eq. 2 can be integrated and written as 

follows: 

𝐸଴,௔  < ∫[𝑣௔(𝒓) − 𝑣௕(𝒓)]𝛹଴,ୟ(𝒓)𝑑𝒓 + 𝐸଴,௕          ( 3 ) 

Since there is no difference between 𝑎 and 𝑏 the same applies to 𝑏 and we can write the equivalent 

equation: 

𝐸଴,௕  < ∫[𝑣௕(𝒓) − 𝑣௔(𝒓)]𝛹଴,௕(𝒓)𝑑𝒓 + 𝐸଴,௔          ( 4 ) 

However, if inequalities are added to equations 𝐸଴,௔ and 𝐸଴,௕we arrive at the following:  

𝐸଴,௔ + 𝐸଴,௕ < න[𝑣௔(𝒓) − 𝑣௕(𝒓)]𝜌଴(𝒓)𝑑𝒓 + න[𝑣௕(𝒓) − 𝑣௔(𝒓)]𝜌଴(𝒓)𝑑𝒓 + 𝐸଴,௕ + 𝐸଴,௔ 

< න[𝑣௕(𝒓) − 𝑣௔(𝒓) + 𝑣௔(𝒓) − 𝑣௕(𝒓)]𝜌଴(𝒓)𝑑𝒓 + 𝐸଴,௕ + 𝐸଴,௔ 

       < 𝐸଴,௕ + 𝐸଴,௔                     ( 5 ) 

This result is obviously impossible, since the sum of two energies cannot be less than itself, proving that 

the initial assumption was incorrect. It can be concluded that the external potential 𝑣 is a unique 

functional, meaning that each density distribution has a unique potential energy. In other words, the 

nondegenerate ground-state density uniquely determines the external potential. The Hamiltonian can be 

replaced with the external potential because the kinetic energy operator remains unchanged and cancels 

out. It is evident that one realizes the direct influence that the external potential has on the Hamiltonian 

operator and the wavefunction.  
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This Existence theorem however is generally unhelpful to predict the density of a system and the total 

energy needs to be optimized. Therefore, Hohenberg and Kohn introduced their second theorem, the 

Variational Theorem, which aims to minimize the energy of the system by varying the electron density 

and thus determining the most stable electronic configuration (ground state). Hohenberg and Kohn 

assume that a candidate wavefunction Ψୡୟ୬ୢ yields the correct number of electrons 𝑁 upon integration.  

〈Ψୡୟ୬ୢ|𝐻௖௔௡ௗ|Ψୡୟ୬ୢ〉 = 𝐸௖௔௡ௗ           ( 6 ) 

Utilizing the knowledge from the Existence theorem leads to the conclusion that such candidate 

wavefunctions and their Hamiltonians are “determined” by an electron density. The accompanying 

candidate energies 𝐸௖௔௡ௗ can be only greater or equal to the true ground-state energy 𝐸଴: 

𝐸௖௔௡ௗ ≥ 𝐸଴     ( 7 ) 

2.1.3 Kohn-Sham Density Functional Theory 

As explained in the Hohenberg-Kohn theorems the density determines the external potential and 

therefore influences the Hamiltonian and the wavefunction, enabling one to compute the energy.70  

However, if one attempts to solve for the energy it is inevitable to solve the Schrödinger equation, which 

is prohibitively difficult, due to the electron-electron-interaction and the kinetic energy. Kohn and Sham 

came up with a solution to account for the kinetic energy and introduced the idea of an effective 

Hamiltonian, that describes a non-interacting system of electrons.71 They picked a starting point for a 

system that is fictitious, with non-interacting electrons, while the overall ground-state density remains 

the same for electrons in real systems with interacting electrons. 

In the Kohn-Sham density functional theory, the electronic energy is separated into five separate 

contributions: 

𝐸[𝜌(𝒓)] = 𝑇௡௜[𝜌(𝒓)] + 𝑉௡௘[𝜌(𝒓)] + 𝑉௘௘[𝜌(𝒓)] + ∆𝑇[𝜌(𝒓)] + ∆𝑉௘௘[𝜌(𝒓)]                ( 8 ) 

The electronic energy consists of the non-interacting kinetic energy, 𝑇௡௜[𝜌(𝒓)], the electron-nuclear 

interaction energy, 𝑉௡௘[𝜌(𝒓)], the classical electron-electron repulsion, 𝑉௘௘[𝜌(𝒓)], the kinetic energy 

correction derived from the electron-electron interaction, ∆𝑇[𝜌(𝒓)], and lastly the non-classical 

corrections to the electron-electron-repulsion energy, ∆𝑉௘௘[𝜌(𝒓)].70,72 

For non-interacting electrons, the kinetic energy can be expressed as the sum of the individual electronic 

kinetic energies and the potential energy is ignored. Therefore, expressing the density via an orbital 

expression, Eq. 8 can be rewritten as follows:  
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𝐸[𝜌(𝒓)] = ∑ (〈𝑥௜| −
ଵ

ଶ
∇௜

ଶ | x୧〉 − 〈𝑥௜| ∑
௓ೖ

|𝒓೔ି𝒓𝒌|
|x୧

௡௨௖௟௘௜
௞ 〉)ே

௜ + ∑ (〈𝑥௜  |
ଵ

ଶ
∫

ఘ(𝒓´)

|𝒓𝒊ି𝒓´|
𝑑𝒓´ | x୧〉 + 𝐸௑஼[𝜌(𝒓)])ே

௜    

( 9 ) 

Where 𝑁 represents the number of electrons, 𝑥௜ is the wavefunction of the i-th electron (also referred to 

as Kohn-Sham orbitals). These KS orbitals represent the distribution in space for one electron in the 

system and solve a single-electron Schrödinger-like equation. These wavefunctions were constructed 

according to the restricted Hartree-Fock (HF) theory73,74 and produce the same electron density found in 

true interacting systems. (The HF method is used to approximate the electronic structure of many-body 

systems and generally assumes that a single Slater determinant is able to approximate the exact N-body 

wavefunction of a system. HF solves the Schrödinger equation by iteratively constructing an anti-

symmetrized wavefunction that minimizes the total energy with respect to variations in orbital 

coefficients.73,74) The first term 〈𝑥௜| −
ଵ

ଶ
∇௜

ଶ | x୧〉 in Eq. 9 represents the kinetic energy contribution that 

the i-th electron has and is denoted by the kinetic energy operator ∇௜
ଶ acting on the electron wavefunction 

𝑥௜. The second term 〈𝑥௜| ∑
௓ೖ

|𝒓೔ି𝒓ೖ|
|x୧

௡௨௖௟௘௜
௞ 〉 characterizes the contribution of the electron-nucleus 

interaction energy for the i-th electron. In the third term 〈𝑥௜  |
ଵ

ଶ
∫

ఘ(𝒓´)

|𝒓౟ି𝒓´|
𝑑𝒓´ | 𝑥௜〉 the electron-electron 

interaction is described for the i-th electron, with the integral representing the classical electrostatic 

repulsion between the i-th electron and all other electrons in the system. Lastly, the non-classical 

contributions are accounted for in the fourth term 𝐸௑஼[𝜌(𝒓)] ,where 𝐸௑஼  is introduced as the so-called 

exchange-correlation energy. It is important to note that the two correction terms ∆𝑇[𝜌(𝒓)]  and 

∆𝑉௘௘[𝜌(𝒓)] (Eq. 8) are combined in the exchange-correlation energy 𝐸௑஼[𝜌(𝒓)]. The exchange-

correlation energy includes the effects of quantum mechanical exchange of electrons, electron 

correlation, and corrections for the classical self-interaction energy, and the kinetic energy difference 

between the real and the fictitious non-interacting system. 

The density 𝜌 can be expressed by a Slater-determinantal wavefunction 𝑥௜, which is an exact 

eigenfunction of a non-interacting system: 

𝜌 = ∑ ⟨𝑥௜|𝑥௜⟩ே
௜ୀଵ                       ( 10 ) 

The orbitals, that minimize the energy in eq 9, satisfy the pseudo eigenvalue equations: 
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    ℎ௜
௄ௌ𝑥௜ = 𝜀௜𝑥௜                            ( 11 ) 

One can further express the Kohn-Sham one-electron operator ℎ௜
௄ௌ as follows: 

ℎ௜
௄ௌ = −

ଵ

ଶ
∇௜

ଶ − ∑
௓ೖ

|𝒓೔ି𝒓ೖ|
 ௡௨௖௟௘௜

௞ + ∫
ఘ(𝒓´)

|𝒓೔ି𝒓´|
𝑑𝒓´ + 𝑉௑஼                  ( 12 ) 

Here 𝑉௑஼ is the exchange-correlation potential, which can be described as the functional derivative of 

𝐸௑஼  over the density, expressing how the exchange-correlation energy changes when the density is 

varied: 

      𝑉௑஼ =
ఋா೉಴

ఋఘ
                                ( 13 ) 

The Hohenberg- Kohn theorems show that the external potential uniquely determines the ground state 

electron density and that a unique ground state density is obtained for any given external potential.70,75 

Following the logic of the Hohenberg-Kohn theorems, the XC energy is determined once the electron 

density is specified and a proper XC potential is specified.  

Therefore, the total energy that is minimized (Eq. 9) is exact, which means that the minimum 

corresponds to the true ground state of the system.70,75 Consequently, the KS orbitals 𝑥௜ provide an exact 

density, because they are constructed to yield the electron density of the true interacting system. These 

orbitals form the Slater-determinantal eigenfunction for the non-interacting separable Hamiltonian, 

which is defined as the sum of the KS operators:  

∑ ℎ௜
௄ௌ|xଵ𝑥ଶ ⋯ 𝑥ே⟩ =ே

௜ ୀଵ ∑ 𝜀௜|xଵ𝑥ଶ ⋯ 𝑥ே⟩ே
௜ୀଵ                  ( 14 ) 

In conclusion it should be noted that the wavefunction in the KS approach is the Slater-determinantal 

eigenfunction and consists of the single-particle KS operators.  

 

2.1.4 Exchange-correlation functionals 

Exchange-correlation functions (XC functionals) can be roughly divided into three different categories: 

local functionals, hybrid functionals, and gradient-corrected functionals.65 As established earlier, the XC 

energy 𝐸௑஼  includes the electron-electron repulsion and considers the kinetic energy difference between 

the real and fictitious non-interacting system.70 

The exchange-correlation energy 𝐸௑஼  can be specified as the interaction of the electron density and the 

so-called exchange-correlation energy density, 𝜀௑஼ : 
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𝐸௑஼[𝜌(𝒓)] = ∫ 𝜌(𝒓)𝜀௑஼[𝜌(𝒓)]𝑑𝑟                   ( 15 ) 

The energy density 𝜀௑஼  can be expressed as the sum of individual correlation and exchange 

contributions: 

𝜀௑஼[𝜌(𝒓)] = 𝜀௑[𝜌(𝒓)] + 𝜀஼[𝒓௦]                   ( 16 ) 

In equation 16 𝜀௑ represents the exchange, dependent on the density, and 𝜀஼ the correlation term, which 

is indirectly dependent on the density and directly dependent on the effective radius 𝒓௦. The electron 

density can be expressed via a sphere, defined by an effective radius 𝒓ௌ, which contains one electron 

exactly and has an evenly distributed density throughout.70  

𝒓ௌ(𝒓) = ቀ
ଷ

ସగఘ(𝒓)
ቁ

భ

య                       ( 17 ) 

Equation 18 shows a general expression for the exchange energy density, which was approximated as 

follows:70  

    𝜀௑[𝜌(𝒓)] = −
ଽఈ

଼
ቀ

ଷ

గ
ቁ

భ

య
𝜌

భ

య(𝒓)                         ( 18 ) 

Here 𝛼 is a coefficient that was empirically determined to fit known properties of systems.  

 

2.1.5 Local Density Approximation 

Historically, local density approximation (LDA) referred to density functionals that are able to compute 

the exchange-correlation energy at a given position r utilizing only the density 𝜌 given at this position. 

For spin-unpolarized systems, one can approximate the exchange-correlation energy as such: 

𝐸௑஼
௅஽஺[𝜌] = ∫ 𝜌(𝒓)𝜀௑஼൫𝜌(𝒓)൯𝑑𝒓                  ( 19 ) 

With 𝜀௑஼  representing the XC energy per particle in an UEG, while 𝜌(𝒓) indicates the electronic density 

at position 𝒓. As the name implies the exchange-correlation energy consists of two terms, exchange and 

correlation: 

𝐸௑஼ = 𝐸௑ + 𝐸஼                      ( 20 ) 

The UEG defines the exchange energy term as follows: 

𝐸௑
௎ாீ[𝜌(𝒓)] = −

ଽఈ

଼
ቀ

ଷ

గ
ቁ

భ

య
∫ 𝜌

ర

య(𝒓)𝑑𝒓                 ( 21 ) 
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However, the LDA does not assume a homogeneous density across the system and applies the UEG 

results to certain points in the room to derive the following expression:  

𝐸௑
௅஽஺[𝜌(𝒓)] = −

ଷ

ସ
ቀ

ଷ

గ
ቁ

భ

య
∫ 𝜌

ర

య(𝒓)𝑑𝒓                  ( 22 ) 

The correlation term cannot be expressed in such a simple analytical form; however, one can make 

assumptions about the correlation energy for infinitively strong and weak correlations:  

Attempting to get an analytical expression for the correlation energy Monte-Carlo calculations were 

carried out, yielding accurate results for correlation energy densities.76 However, because the correlation 

term is not derived from its first principles many different approximations have been developed.  

 

2.1.6 Generalized Gradient Approximation 

The idea of the UEG was introduced earlier, however, the electron density in molecular systems usually 

does not resemble a uniform spatial distribution. The LDA describes the local environment and assumes 

a homogeneous electron density for this local environment, making it insufficient to describe larger 

molecular systems. First, note the spin-dependent time dependent density functional theory (TDDFT, 

section 2.2) version derived by Liu and Vosko.77 DFT is limited to the description of the ground state of 

molecules, while TDDFT provides information about excited states.  The time dependent part of the 

density 𝜌(𝒓, 𝑡), is developed from the ground state and created under the influence of an external time-

dependent field 𝜆௩௘௫௧(𝒓, 𝑡). Consequently, the wave function can be described as a functional of the 

density (more detailed explanation is in section 2.2).78 Historically, the local density approximation 

(LDA) was the first XC functional developed in ground-state DFT.76 The LDA approximates the XC 

density at each point in space via the XC energy density of an electron gas of homogeneous nature.71 

           𝐸௑஼
௅஽஺[𝜌] = ∫ 𝑑ଷ𝒓𝜌(𝒓)𝑒௑஼

௎ாீ( ρ)                                  ( 23 ) 

The potential in the LDA is local and therefore the potential value at a position 𝒓 solely depends on the 

spin density value at the same point. To advance the correlation functional and to consider long range 

correlations a gradient correction is added, hence the name Generalized Gradient Approximation, GGA. 

Most of the time this gradient term is added to the LDA functional as follows: 

     𝜀௑஼
ீீ஺[𝜌(𝒓)] = 𝜀௑஼

௅஽஺[𝜌(𝒓)] + ∆𝜀௑஼ ቈ
|∇ఘ(𝒓)|

ఘ
ర
య(𝒓)

቉                ( 24 ) 

The gradient is also expressible as follows:79 

      𝐸௑஼
ீீ஺[𝜌] = ∫ 𝑑ଷ𝒓𝜌(𝒓)𝑒௑஼

ீீ஺( 𝜌, ∆𝜌)                                ( 25 ) 
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Becke developed the first and very popular GGA functional, which is commonly abbreviated with just 

the letter “B”. This functional was constructed to accurately describe asymptotic behavior for the long-

range correlations of the energy density. Becke included a correction parameter into the functional that 

was obtained empirically by fitting to the exchange energies of six noble gases.80 

Aside from Becke, scientists like Perdew and Wang, as well as Langreth and Mehl paved the path for 

the GGA. They published popular GGAs, such as Becke´s B88 functional, an asymptotically correct 

exchange functional, or the PBE functional, which was introduced by Perdew, Burke, and Ernzerhof.81 

The PBE functional is a constraint-selection-based functional, meaning that the functional was 

constructed under consideration of specific constraints and eventually build by selecting the functional 

that best satisfied the requirements.82 

However, GGAs are limited by their construction and no GGA functional is able to “satisfy all the 

theoretical constraints of the exact functional”82, meaning that it cannot capture the entirety of the 

electron-electron interactions and correlation effects. Examples of select constrains are for example 

extreme (high or low) densities, dispersion interactions, or accurate description of correlation effects.83  

To solve this issue, Perdew et al. proposed a more general class of functionals called meta-GGAs, 

implementing the kinetic energy density 𝜏ఙ:84 

  𝐸௑஼
ெீீ஺[𝜌] = ∫ 𝑑ଷ𝒓𝜌(𝒓)𝑒௑஼

ீீ஺( 𝜌, ∇𝜌, , ∇ଶ𝜌, 𝜏)                     ( 26 ) 

𝜏ఙ(𝒓) = ∑
ଵ

ଶ
|∇𝑥୧(𝒓)|ଶ௢௖௖௨௣௜௘ௗ

௜                       ( 27 ) 

with 𝑥௜ representing KS orbitals. 

 

2.1.7 Hybrid Density Functionals 

Hybrid exchange-correlation (XC) functionals significantly improved the description of molecules.85 

They approximate the XC energy functional “mixing” exact exchange with other ab inito or empirical 

XC energies: 

𝐸௑஼
௛௬௕௥

[𝜌(𝒓)] = 𝛼𝐸௑
ுி[𝜌(𝒓)] + (1 − 𝛼)𝐸௑஼

஽ி்[𝜌(𝒓)]               ( 28 ) 

Where 𝐸௑
ுி[𝜌(𝒓)] resembles the exchange energy from the Hartree-Fock theory, 𝐸௑஼

஽ி்[𝜌(𝒓)] is the 

exchange and correlation energy from standard DFT functionals, and 𝛼 is a mixing parameter, 

determining the fractions of HF and DFT exchange in the hybrid functional.70 HF exchange, or exact 

exchange, is used to improve the description of electronic properties, like charge transfer (CT) 

transitions, which are defined as transitions occurring between an electron donor and an electron 
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acceptor.86 It is well known that excitation energies for long-range transitions in CT states are 

underestimated in TDDFT (section 2.2) and the wrong asymptotic behavior is given for the potential 

energy curves of these CT states.87 By adding exact exchange the correct 1/R long-range behavior is 

observed for the potential energy surface (here R represents the distance between two charges in a CT 

state). The paper by Dreuw and Head-Gordon provides a detailed explanation how HF fixes the self-

interaction error that is encountered if pure XC-functionals are used and explores how HF fixes these 

issues.87   

There are two different ways exact exchange can be incorporated into hybrid functionals: range 

separated or global.  

Global functionals are designed to accurately replicate the modified fourth-order expansion of the 

exchange energy. This expansion can be applied in the semiclassical limit to neutral and many-electron 

atoms. Additionally, this approximation aims to restore the complete local density approximation linear 

response.88 Global hybrid functionals are describable as hybrid versions of the APBE functional, which 

was introduced in 2011 by Constantin et al.89 Another correlation functional is added to localize the 

correlation energy density. This modification results in enhanced compatibility with the Hartree-Fock 

exchange and the coupling-constant-resolved XC potential energy. 

As for the construction of the hybrid functionals, one starts by defining the exchange-correlation 

functional, which is given by the coupling-constant integration formula 

𝐸௑஼ = ∫ 𝑊௑஼,ఒ 𝑑𝜆
ଵ

଴
                       ( 29 ) 

The appropriate coupling-constant-resolved XC potential energy 𝑊௑஼,ఒ is often expressed by the ansatz 

by Perdew, Ernzerhof, and Burke.81 In the equation below DFA refers to local or semilocal density 

approximation:  

    𝑊௑஼,ఒ = 𝑊௑஼,ఒ
஽ி஺ + ൫𝐸௑

ுி − 𝐸௑
஽ி஺൯(1 − 𝜆)௡ିଵ                     ( 30 ) 

Here, 𝑊௑஼,ఒ
஽ி஺ refers to the XC potential energy in DFA, while 𝐸௑

ுி and 𝐸௑
஽ி஺ represent the classical HF 

and semilocal DFA exchange energies. This equation yields exact exchange only when λ = 0 and the 

assumption stands that 𝑊௑஼,ଵ is accurately approximated by DFA.90 Combining equations 29 and 30 

gives: 

𝐸௑஼ =
ଵ

௡
𝐸௑

ுி + ቀ1 −
ଵ

௡
ቁ 𝐸௑

஽ி஺ + 𝐸௑
஽ி஺                     ( 31 ) 
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2.1.8 Range-Separated Hybrid Functionals 

Range-separated hybrid functionals (RSH) count towards the nonlocal exchange functionals.91 These 

functionals are constructed to focus on a local environment and a long-range environment of the density. 

Head-Gordon et al. use the B97 density functional, which is produced by combining exchange 

functionals and spin correlation functionals:91  

In general, local exchange, global hybrid, and range-separated hybrid functionals can be constructed 

from the following three equations: 

First and foremost, as stated before, the exchange-correlation energy 𝐸௑஼  is a combination of correlation 

and exchange energy: 

𝐸௑஼ = 𝐸௑ + 𝐸஼                          ( 32 ) 

In the equation below “sr” refers to “short range” and “lr” to “long-range”, while “os” stands for 

“opposite spin”, and lastly “ss” for “same spin”.92  

𝐸௑ = 𝐸௑
஻ଽ଻ + 𝑐௫𝐸௫,௦௥

௘௫௔௖௧ + 𝑑௫𝐸௫,௟௥
௘௫௔௖௧                  ( 33 ) 

𝐸஼ = 𝐸௖,௦௦
஻ଽ଻ + 𝐸௖,௢௦

஻ଽ଻ + 𝐸ௗ௜௦௣                   ( 34 ) 

For range-separated hybrid functionals 𝑑௫ = 1 and 𝐸௑
஻ଽ଻ is defined by the long-range and short-range 

energies 𝐸௑,௦௥
௘௫௔௖௧ and 𝐸௑,௟௥

௘௫௔௖௧.93,94 

The main difference between RSH functionals and global hybrid functionals is that for GH 𝑐௑ = 𝑑௑, 

where 𝑐௑ can be described as the global fraction of exact exchange. For RSH, 𝑑௫  =  1, whereas 𝑐௫  is 

allowed to be independent of 𝑑௫. 

 

2.1.9 Domain-based local pair natural orbital implementation of the equation of 

motion coupled cluster method   

Accurate calculations of excited states are of enormous importance and can be achieved in various ways,  

common methods include for example the complete active space second-order perturbation theory 

(CASPT2) or TDDFT (section 2.2).95 Another method, called the single reference coupled cluster 

theory, can be generalized to excited states by using the equation of motion (EOM) approach, developed 

by Rowe et al. in 1968.96–98 The equation of motion coupled cluster method (EOM-CC) is generally 

employed for singles and doubles coupled cluster amplitudes (EOM-CCSD) and predicts excitation 

energies sufficiently accurate for single excitation dominated states.98–100  
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However, one big disadvantage of EOM-CCSD is the size limitation of molecules, due to the N6 scaling 

(N indicating the number of basis sets in the system) and its associated storage requirements. The 

literature describes different approaches to reduce the EOM-CCSD scaling, however, this thesis will 

highlight the so-called STEOM approach.101  

Nooijen et al. formulated the similarity transformed equation of motion (STEOM) method which can 

efficiently describe charge transfer (CT) states.102,103 STEOM is a similarity transformation that is 

parameterized by the ionization potential (IP) and the electron affinity (EA) solutions of the equation of 

motion (EOM) approach.101 This is applied to the CCST (coupled cluster with single and triple 

excitations) Hamiltonian to decouple singles and doubles. Once diagonalized in the single excitation 

space, the Hamiltonian can yield size-extensive excitation energies. In 2013 Neese et al. introduced the 

domain-based pair natural orbitals (DLPNO) theory which prolongs this method and enables the highly 

accurate calculation of excited state energies of larger molecules.101,104,105  

The combination of these schemes also called the DLPNO-STEOM-CCSD method, is able to describe 

higher-order excitations (singles and double excitations) and additionally contains a triple excitation 

effect through the linked connections, which makes it a robust tool to reproduce accurate excited state 

properties.106–110 

 

2.2 Time-Dependent Density Functional Theory 

The foundation for modern time-dependent density functional theory was laid in 1984 by Runge and 

Gross by deriving a theorem similar to Hohenberg-Kohn´s theorem for the time-dependent Schrödinger 

equation.111 DFT and TDDFT methods both are formally exact theories and their accuracy is dependent 

on the correctness of the exchange-correlation (XC) functionals.  

TDDFT is a very popular method to calculate excited states of medium to large molecules, such as 

biomolecules. However, XC functionals tend to have an approximate nature which limits the accuracy 

of results like Rydberg states, charge-transfer states, large π-systems, and doubly excited states. These 

limitations can mostly be attributed to self-interaction errors, which are weakened if one includes a 

percentage of exact exchange with range-separated or global-hybrid functionals. Previous attempts to 

introduce exact exchange with the help of these functionals proved to be unsuccessful.  

To accurately describe the electronic spectra of molecules one needs to know about the energetic 

configurations of excited states with respect to the ground state and additionally about the excited states' 

geometry and electronic properties.  Due to excitation from the ground state into electronically higher 

excited levels the electronic many-body wavefunction changes. To analyze the electronic transition, one 

needs to investigate the change in the wavefunction first. The analysis of this change is done by applying 



27 
 

principles used to analyze the ground state to the excited state. Firstly, DFT is used to calculate the initial 

Kohn-Sham (KS) orbitals. These orbitals represent the exact density of the true ground state, which 

moreover represents the initial state of the TDDFT calculations. Afterward, time-independent DFT 

exchange-correlation (XC) functionals used in the ground state are utilized to carry out the TDDFT 

calculations.  

2.2.1 Theory behind TDDFT 

Starting with some preliminaries, we review systems described by the nonrelativistic many-body 

Schrödinger equation: 

𝑖
డ

డ௧
𝛹(𝒓, 𝑡) = 𝐻෡(𝒓, 𝑡)𝛹(𝒓, 𝑡)                      ( 35 ) 

Here 𝐻෡ is the Hamiltonian operator of the system and the electrons are described by their spatial 

coordinates {𝒓} = {𝑟ଵ, ⋯ , 𝑟ே}, with {𝒓} being a collection of all 𝑟´s. By employing equation 35 one can 

calculate Ψ at any time t, under the condition that the initial state of the system at an initial time 𝑡଴ is 

known. The difference to the time-independent Schrödinger equation is evident since our aims are 

substantially different. In the time-independent case, we want to find eigenstates of the Hamiltonian that 

fulfill appropriate boundary conditions. The Hamiltonian operator consists of three different parts: 

𝐻෡(𝒓, 𝑡) = 𝑊෡ (𝒓) + 𝑇෠(𝒓) + 𝑉෠௘௫௧(𝒓, 𝑡)                     ( 36 ) 

𝑊෡ ({𝒓}) refers to the electron-electron interaction and 𝑇෠({𝒓}) stands for the kinetic energy: 

𝑇෠({𝒓}) = −
ଵ

ଶ
∑ ∇௜

ଶே
௜ୀଵ                           ( 37 ) 

𝑊෡ ({𝒓}) =
ଵ

ଶ
∑

ଵ

|𝒓౟ି𝒓ౠ|

ே
௜,௝ୀଵ
௜ஷ௝

                   ( 38 ) 

The last term 𝑉෠௘௫௧({𝒓}, 𝑡) is expressable as the sum of one-body potentials and describes for example 

Coulomb interactions of a total number of electrons 𝑁 with a total number of nuclei 𝑁௡: 

𝑉෠௘௫௧({𝒓}, 𝑡) = ∑ 𝑣௘௫௧(𝒓௜, 𝑡)ே
௜ୀଵ                    ( 39 ) 

𝑣௘௫௧(𝒓௜, 𝑡) = − ∑
௓ೡ

|𝐫𝐢ିୖ౬(௧)|

ே೙
௩ୀଵ                        ( 40 ) 

𝑍௩ denotes the charge and 𝑅௩ gives the position of the nucleus 𝑣. Next, we want to focus on the wave 

function Ψ, specifically on the absolute square of Ψ, which gives the probability of finding electrons at 

specific positions 𝒓௜ at a given time 𝑡. Based on this we can write eq 41, which visualizes the normalized 

density 𝜌(𝒓, 𝑡) calculated by multiplying the probability by 𝑁 to obtain an electron at position 𝒓 and 

time 𝑡.79 
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𝜌(𝒓, 𝑡) = 𝑁 ∫ 𝑑ଷ𝒓ଶ ⋯ 𝑑𝒓ே
ଷ |Ψ(𝒓ଵ, 𝒓ଶ ⋯ 𝒓୒, t)|ଶ                  ( 41 ) 

 

2.2.2 Runge-Gross-Theorem 

The main theorem of TDDFT, also referred to as Runge-Gross-Theorem, proves that for many-body 

systems, originating from a fixed initial state, a one-to-one correspondence between an external potential 

𝑣௘௫௧(𝒓௜, 𝑡) and the electronic density 𝜌(𝒓, 𝑡) is found.111 Therefore, if the density is known for a fixed 

initial state we can calculate the external potential and thus solve the time-dependent Schrödinger 

equation to solve for all other properties. If the system differs from the ground state however, for 

example through excitation, the situation changes and the initial state needs to be known/ obtained.112–

114  

Utilizing the Runge-Gross scheme to construct a time-dependent KS scheme is rather straightforward. 

Firstly, we use an auxiliary system of noninteracting electrons which are subject to a local external 

potential 𝑣௄ௌ.79 This potential 𝑣௄ௌ is unique and chosen to match the density of the KS electrons with 

the density in the initial interacting system. The KS electrons obey the earlier introduced time-

independent Schrödinger equation: 

𝑖
డ

డ௧
𝛹௜(𝒓, 𝑡) = 𝐻෡௄ௌ(𝒓, 𝑡)𝛹௜(𝒓, 𝑡)                        ( 42 ) 

Kohn-Sham Hamiltonian is expressed as 

𝐻෡௄ௌ(𝒓, 𝑡) = −
∇మ

ଶ
+ 𝑣௄ௌ[𝜌](𝒓, 𝑡)                      ( 43 ) 

The density of the interacting system can be obtained by calculating the Kohn-Sham orbitals 

𝜌(𝒓, 𝑡) = ∑ |Ψ୧(𝒓, 𝑡)|ଶே
௜                             ( 44 ) 

Analogous to the Kohn-Sham ground state we express the time-dependent KS potential as follows: 

𝑣௄ௌ[𝜌](𝒓, 𝑡) = 𝑣௘௫௧(𝒓, 𝑡) + 𝑣ு௔௥௧௥௘௘[𝜌](𝒓, 𝑡) + 𝑣௑஼[𝜌](𝒓, 𝑡)                ( 45 ) 

The first two terms are known, with 𝑣௘௫௧(𝒓, 𝑡) being the external potential and 𝑣ு௔௥௧௥௘௘[𝜌](𝒓, 𝑡) the 

classical electrostatic interaction of electrons, defined as: 

     𝑣ு௔௥௧௥௘௘(𝒓, 𝑡) = ∫ 𝑑ଷ𝑟́
ఘ(𝒓,௧)

|𝒓ି𝒓́|
                      ( 46 ) 

The third term in eq 48 𝑣௑஼[𝜌](𝒓, 𝑡) is called xc potential and includes all nontrivial many-body effects 

and is essentially unknown due to the density dependence. We deal with a nonlocal dependence on space 
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and time, which means that the potential depends on the density at all prior times and positions due to 

causality.79 The KS potential is calculated by using the two known terms (external and Hartree potential) 

and approximating the XC potential. 

The quality of the results is highly dependent on the approximations of the xc potential, which is 

approximated by several different mathematical and physical tactics. Like in the ground-state DFT this 

is the only fundamental approximation for TDDFT.79  

2.2.3 Tamm-Dancoff approximation 

In 1945 Igor Yevgenyevich Tamm introduced a new approximation method in his paper for many-body 

physics, which was later developed by Sidney Dancoff in 1950.115,116 Head-Gordon applied these 

principles to quantum mechanics, which is known today as the Tamm-Dancoff-approximation.117 This 

approximation has a significant influence on the computational cost and accuracy of TDDFT 

calculations. To understand how the approximation works one needs to analyze the real Kohn-Sham 

orbitals in TDDFT: 

ቀ
𝐴 𝐵
𝐵 𝐴

ቁ ቀ
𝑋
𝑌

ቁ = 𝜔 ቀ
1 0
0 −1

ቁ ቀ
𝑋
𝑌

ቁ                   ( 47 ) 

With 𝜔 representing the excitation energies and X and Y being “virtual–occupied and occupied–virtual 

elements”.117 These real KS orbitals show the form of a non-Hermitian eigenvalue problem, the specific 

definition of the A and B matrices elements can be found in the paper by Dreuw and Head-Gordon or 

Hirata and Head-Gordon.87,117 

The Tamm-Dancoff approximation essentially neglects the B-matrix, meaning the deexcitation 

amplitudes in the time-dependent density functional theory eigenvalue problem are not considered.87,117  

         

2.2.4 Drawbacks of TDDFT 

Even though TDDFT is the usual go-to method to compute absorption spectra of medium and large 

molecules, the theory has some major drawbacks. Approximated TDDFT functionals do not provide 

accurate results for CT states, yielding in blue-shifted Gouterman state energies and formation of ghost-

states, which are overstabalized non-Gouterman states.40 The excitation energy of charge transfer (CT) 

states, which is determined by the difference between donating and accepting orbital energies under a 

pure XC functional, leads to potential energy curves lacking the correct 1/R behavior.87 This problem of 

TDDFT with standard XC functionals to yield the correct 1/R behavior stems from a self-interaction 

error.87 However, using nonlocal HF exchange or hybrid functionals improves the asymptotic behavior.  
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Chapter 3  
Results 

 

3.1 Results 

3.1.1 TDDFT calculations for chlorophyll a absorption spectra 

The goal of this work was to expand the benchmark of approximations, like modern exchange-

correlation approximations, on absorption spectra of selected photopigments. The quasi-experimental 

results obtained and published by Sirohiwal et al. were used as the most accurate benchmark for Chl a.55 

In addition to that, a potential photopigment precursor, called phot0, was analyzed utilizing the DLPNO-

STEOM-CCSD (section 2.1.9) to generate data for molecules with unavailable experimental spectra. 

Since previous attempts failed to include exact exchange with global- or range-separated hybrid 

functionals (section 2.1.7 and 2.1.8) for Chl a, this work employed previously untested exchange-

correlation functionals (section 2.1.4) with an emphasis on range-separated functionals. Previous work 

has shown that absorption spectra for Chl a can be computed with high accuracy using methods like the 

SAC-CI, CC2, and ADC(2), however these methods have a high computational cost.43,47,118 The only 

TDDFT (section 2.2) functional, a double hybrid functional called B2PLYP, able to provide an accurate 

one-stop-solution for every low-energy feature in the absorption spectrum of Chl a. Therefore, our 

particular goal was to compare the performance of modern functionals that have the potential to yield 

results comparable to the B2PLYP functional, but with a lower computational cost.  

The TDDFT calculations were performed utilizing the def2-TZVP basis set and 25 functionals that have 

not been tested previously in the literature. To perform the calculations the Q-Chem 6.1 program was 

used.  Functionals, known to work well for many properties in addition to all available range-separated 

hybrids were tested.91,119–124 The gas-phase molecular geometry was calculated according to Sirohiwal 

et al.55 using CAM-B3LYP-D3(BJ)/def2-TZVP, which replaces the phytyl chain found at position 17 

in Chlorophyll a with a methyl group. This optimization guarantees the smallest geometry chlorophyll 

a can realize containing 73 atoms. For the integration of the exchange-correlation energies, the 

“ultrafine” Lebedev grid of 99 radial and 590 angular points was applied.  To guarantee that both bands 

(Q- and B-band) are covered in the calculation the number of states was varied depending on the 

functional type and starting geometry. For hybrid functionals, a minimum of 10 states were required 

when the CAM-B3LYP-D3(BJ)/def2-TZVP was used and a maximum of 20 states were required to 

carry out a calculation with local functionals and the xtb geometry. The results for the VEE of the B- 

and Q-bands of Chl a are presented in Table 1 below.  
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aWFT refers to Wave Function Theory, where L denotes Local, GH indicates Global-Hybrid, RSH stands for Range-

Separated–Hybrid, DH represents Double-Hybrid, and RS-DH signifies Range-Separated Double Hybrid. For GH and RSH 

functionals, the percentage of exact exchange is additionally provided in parentheses.40  

 

Table 1: Vertical Excitation energies (in eV) related to the Q- and B-bands of Chl a calculated with 
the DLPNO-STEOM-CCSD and TD-DFT. The obtained values are compared to quasi-experimental 
VEEs found in Sirohiwal et al.55 The results in the table were obtained from the paper by Illner et al.40 
2Method: Typea Reference Qy Qx Bx By 
Quasi-experimental 55 1.99 (1) 2.30 (2) 3.12 (3) 3.38 (4) 
DLPNO-
STEOM-CCSD 

WFT 125–127 1.75 (1) 2.24 (2) 3.17 (3) 3.40 (4) 

TD-HF/RPA WFT 128,129 2.05 (1) 3.22 (2) 3.89 (3) 4.52 (5) 
CIS WFT 130,131 2.45 (1) 3.48 (2) 4.29 (3) 4.84 (6) 
CIS(D) WFT 132,133 2.16 (1) 2.23 (2) 3.12 (3) 3.34 (4) 
BLYP L 80,134 2.05 (1) 2.13 (2) 2.82 (6) 2.95 (7) 
PBE L 81 2.07 (1) 2.14 (2) 2.83 (6) 2.96 (7) 
BP86 L 80,135 2.06 (1) 2.14 (2) 2.84 (6) 2.96 (7) 
M06-L L 136 2.13 (1) 2.24 (2) 3.01 (6) 3.15 (7) 
MN15-L L 120 2.23 (1) 2.38 (2) 3.17 (6) 3.34 (7) 
TPSS L 137 2.09 (1) 2.18 (2) 2.90 (6) 3.03 (7) 
SCAN L 138 2.13 (1) 2.24 (2) 3.02 (6) 3.15 (7) 
r2SCAN L 139 2.16 (1) 2.26 (2) 3.01 (6) 3.15 (7) 
B97M-V L 140 2.15 (1) 2.28 (2) 3.05 (6) 3.20 (7) 
B3LYP GH (20%) 80,134,141 2.16 (1) 2.35 (2) 3.17 (4) 3.35 (7) 
PBE0 GH (25%) 142 2.19 (1) 2.40 (2) 3.26 (4) 3.45 (7) 
TPSSh GH (10%) 143 2.16 (1) 2.29 (2) 3.09 (6) 3.24 (7) 
r2SCANh GH (25%) 144 2.20 (1) 2.35 (2) 3.17 (6) 3.33 (7) 
r2SCAN0 GH (25%) 144 2.24 (1) 2.47 (2) 3.36 (4) 3.56 (6) 
PW6B95 GH (28%) 145 2.17 (1) 2.40 (2) 3.22 (3) 3.27 (4) 
M06 GH (27%) 146 2.11 (1) 2.35 (2) 3.23 (4) 3.42 (7) 
M06-2X GH (54%) 146 2.19 (1) 2.56 (2) 3.44 (3) 3.69 (5) 
M08-HX GH (52%) 147 2.21 (1) 2.56 (2) 3.44 (3) 3.68 (5) 
M08-SO   GH (57%) 147 2.15 (1) 2.54 (2) 3.41 (3) 3.68 (5) 
MN15 GH (44%) 148 2.15 (1) 2.47 (2) 3.33 (3) 3.56 (6) 
LC-ωPBE RSH (0–100%) 149 2.07 (1) 2.59 (2) 3.47 (3) 3.78 (5) 
LC-ωPBEh RSH (20–100%) 150 2.12 (1) 2.54 (2) 3.44 (3) 3.73 (5) 
CAM-B3LYP RSH (19–100%) 151 2.14 (1) 2.53 (2) 3.43 (3) 3.71 (5) 
ωB97M-V RSH (15–100%) 152 2.06 (1) 2.64 (2) 3.49 (3) 3.85 (5) 
ωB97X-V RSH (17–100%) 92 2.07 (1) 2.68 (2) 3.54 (3) 3.91 (5) 
M11 RSH (43–100%) 153 2.11 (1) 2.67 (2) 3.52 (3) 3.86 (6) 
revM11 RSH (23–100%) 154 2.02 (1) 2.75 (2) 3.52 (3) 3.89 (5) 
ωB97X-D RSH (22–100%) 155 2.12 (1) 2.55 (2) 3.45 (3) 3.75 (5) 
ωB97X-D3 RSH (20–100%) 156 2.09 (1) 2.61 (2) 3.50 (3) 3.83 (5) 
ωM05-D RSH (37–100%) 157 2.11 (1) 2.59 (2) 3.47 (3) 3.78 (5) 
ωM06-D3 RSH (27–100%) 156 2.08 (1) 2.69 (2) 3.55 (3) 3.88 (4) 
B2PLYP  DH 158 2.12 (1) 2.23 (2) 3.17 (3) 3.27 (4) 
ωB2PLYP RS-DH 159 2.04 (1) 2.49 (2) 3.45 (3) 3.78 (4) 
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As explained in the introduction (Chapter 1) one needs to specifically focus on the Q-band when 

investigating photopigments of exoplanetary interest since the Q-band is directly linked to the VRE. 

Therefore, three statistical indicators were designed to assess the performance of TD-DFT calculations. 

Firstly, as indicated earlier, we focused on the performance of the Q-band and assigned a mean 

unassigned error (MUE) called Q-MUE. Secondly, the performance of the other band, B-band, was 

assessed and B-MUE was calculated with respect to Siohiwal´s quasi-experimental VEEs.55 For the last 

indicator we looked at the presence of “ghost-states” between the B- and Q-band. Such states complicate 

the assignment or interpretation of peaks, thus it is favorable to have a low number of GS in the spectrum. 

They occur as a result of overstabilization by a wrong asymptotic form of the exchange-correlation 

potential. To calculate the #GS indicator the average number of non-Gouterman states is taken in the 

region between the Gouterman energies.  

All three indicators were combined to calculate the weighted mean unassigned error (wMUE) as follows: 

              𝑤𝑀𝑈𝐸 = 𝑤ொ𝑄𝑀𝑈𝐸 + 𝑤஻𝐵𝑀𝑈𝐸 + 𝑤ீ#𝐺𝑆                            ( 48 ) 

The weights of the different indicators were chosen based on their qualitative ranking in an 

astrochemical context. We chose wQ to equal 1 because it determines the position of the Q-band and 

therefore the postion of the VRE, wB is chosen to be 0.5, while wG is specified to be 0.1 because these 

states complicate the interpretation of the spectrum but otherwise do not influence the peak positions of 

the Q or B-band negatively.  

The results indicate that four methods performed significantly better than all other tested methods. The 

four functionals are: CIS(D) wave function theory methods, B2PLYP double hybrid functional, 

DLPNO-STEOM-CCSD wave function method, and lastly the PW6B95 global-hybrid functional. 

CIS(D) showed a slightly better performance than B2LYP and DLPNO-STEOM-CCSD, which have 

been highlighted in previous literature as the “best” methods for computation of Chl a.55 The slight 

performance advantage of CIS(D) stems from an optimal description of the B-band. B2PLYP performs 

slightly better than DLPNO-STEOM-CCSD, which is interesting since DLPNO-STEOM-CCSD is a 

highly accurate method. Both wavefunction methods have trouble describing the Qy band. Cis(D) shifts 

it by 0.16 eV in the blue region, while the Qy band experiences a red shift by 0.24 eV if calculated with 

DLPNO-STEOM-CCSD. All other transitions are described more accurately by the wave function 

methods. 
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Table 2 shows the MUEs for the Q-, and B-bands, as well as the number of GS and total MUE for every 

method. The results demonstrate that most density functionals show Q-MUEs lower than 0.15 eV, 

proving TDDFT calculations to generally be reliable for low-lying energy states. Among those were 

mostly local and global hybrid functionals with a low to moderate fraction of exact exchange, however, 

such functionals over-stabilize CT ghost states quite substantially leading to a high #GS. Moreover, 

local functionals are generally unreliable for the description of the B-band. Lowering self-interaction 

errors by the employment of higher percentages of exact exchange or range-separation cuts both ways.40  

Table 2: Overview over all tested methods and their mean unassigned errors (MUEs) for Chl a. The 

errors were calculated with respect to the quasi-experimental vertical excitation energies (VEES) 

reported by Sirohiwal et al.55 Three statistical indicators were used to calculate the weighted MUE 

(wMUE): MUE for the peak positions of the Q-band; B-MUE: MUE for the peak positions of the B-

band; #GS: average number of ‘ghost states’ between the Q- and B-band. The color scheme indicated 

the performance with decreasing accuracy from green (best) to red (worst).40 Table 1 contains the 

abbreviations used for the functional types. 

Method Type Q-MUE B-MUE #GS wMUE 

CIS(D) WFT 0,12 0,02 0 0,129 
B2PLYP DH 0,10 0,08 0 0,140 
DLPNO-STEOM-
CCSD 

WFT 0,15 0,03 0 0,168 

PW6B95 GH (28%) 0,14 0,11 0 0,194 
ωB2PLYP RS-DH 0,12 0,37 0 0,303 
M06 GH (27%) 0,09 0,08 2 0,323 
B3LYP GH (20%) 0,11 0,04 2 0,328 
MN15 GH (44%) 0,16 0,20 1 0,362 
M08-SO   GH (57%) 0,20 0,29 0,5 0,395 
CAM-B3LYP RSH (19–100%) 0,19 0,32 0,5 0,401 
PBE0 GH (25%) 0,15 0,10 2 0,401 
LC-ωPBEh RSH (20–100%) 0,18 0,33 0,5 0,402 
ωB97X-D RSH (17–100%) 0,19 0,35 0,5 0,411 
LC-ωPBE RSH (0–100%) 0,18 0,37 0,5 0,421 
TPSSh GH (10%) 0,09 0,08 3 0,430 
M06-2X GH (54%) 0,23 0,32 0,5 0,436 
M08-HX GH (52%) 0,24 0,31 0,5 0,444 
ωM05-D RSH (37–100%) 0,21 0,38 0,5 0,446 
B97M-V L 0,09 0,12 3 0,453 
r2SCANh GH (10%) 0,13 0,05 3 0,457 
r2SCAN0 GH (25%) 0,21 0,21 1,5 0,462 
ωB97X-D3 RSH (20–100%) 0,21 0,42 0,5 0,464 
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It is found that global-hybrid functionals are the only functionals that provide a balanced description of 

the whole absorption spectra if the exact exchange is applied in a low to moderate percentage. PW6B95, 

B3LYP, M06, r2SCANh, and TPSSh universally represent some of the best methods and the latter four 

have in common that their exact exchange percentage is close to 25%. On the other hand, global hybrids 

with a high percentage of exact exchange, like MN15 or M08-SO, catch the eye since their wMUE meets 

the standards of functionals with low to moderate percentage of exact exchange.  

One might wonder how decimal numbers are observed for the ghost states and how a decimal number 

of such a transition can be interpreted. As mentioned before, ghost states refer to over stabilized charge 

transfer transitions and occur as additional peaks in the spectrum. The probability for these transitions 

to occur is either one or zero and there is no such thing as one-half (0.5) of a ghost state in an absorption 

spectrum. These numbers are the result of the average number of GS calculated for the four different 

transitions (Q- and B-band). We mainly expect GS to occur between the Q- and B-band, rather than 

inside the bands. Moreover, it is assumed that the HOMO-1 will not show any GS and therefore we only 

focus on the three remaining states. In conclusion, ghost state(s) might be found for some transition, but 

not for other transitions, which can result in a decimal number if the average is calculated.  

Among all tested range-separated hybrid methods, CAM-B3LYP performed the best with a wMUE of 

0.401, while B97M-V yielded a wMUE of 0.453 and therefore stands as the best local one. However, 

range-separated hybrids tend to overestimate energies of relevant transitions, while local functionals 

over-stabilize CT ghost states significantly. Therefore, it is advised to use global hybrid functionals with 

a moderate percentage of exact exchange to model Chl a. It is to be noted, that the addition of the kinetic 

ωB97M-V RSH (15–100%) 0,21 0,42 0,5 0,465 
ωM06-D3 RSH (27–100%) 0,24 0,46 0 0,475 
SCAN L 0,10 0,17 3 0,480 
MN15-L L 0,16 0,05 3 0,483 
M06-L L 0,10 0,17 3 0,486 
r2SCAN L 0,10 0,17 3 0,488 
revM11 RSH (23–100%) 0,24 0,45 0,5 0,514 
ωB97X-V RSH (17–100%) 0,23 0,48 0,5 0,518 
TPSS L 0,11 0,29 3 0,554 
M11 RSH (43–100%) 0,24 0,44 1 0,563 
BP86 L 0,12 0,35 3 0,591 
PBE L 0,12 0,35 3 0,593 
BLYP L 0,12 0,36 3 0,597 
TD-HF/RPA WFT 0,49 0,95 0,5 0,95 
CIS WFT 0,89 1,31 1 1,31 
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energy density does not result in a perceptible change. Furthermore, the use of the rung-2 Generalized 

Gradient Approximation (GGA) approximation and rung-3 meta-GGA approximation did not exert a 

substantial influence on the obtained results. In DFT “rung” indicates the level of complexity and 

accuracy expected for XC functionals, based on the rungs of Jacobs ladder. Jacobs ladder is a hierarchy 

of XC functionals that increase in accuracy and complexity with each rung. Starting from rung 1 being 

the LDA, over rung 2 being GGA, mGGA, hybrid functionals, RSH functionals, DH functionals and 

lastly rung 7 called “beyond-DFT methods”, like CC methods or many.body perturbation theory.160,161 

Now we want to focus on two other features that can influence the accuracy and the cost of TDDFT 

calculations. Firstly, we investigate a change of symmetry in Chl a. Sirohiwal et al. already reported 

some dependence of the outcome in regards to the molecular geometry by using the complete Chl a 

molecule with 135 atoms.55 We followed in their footsteps by extracting the geometry from the crystal 

structure of photosystem II, afterwards we optimized the data in the gas phase utilizing the GFN2-xtb 

method, which is implemented in the xtb programme.162 

Table A1, found in the appendix, shows the geometry of the smallest significantly representative Chl a 

molecule (in the xyz format) in the gas phase, which was optimized utilizing the CAM-B3LYP-

D3(BJ)/def2-TZVP method. The data clearly proves that most trends as well as the general results do 

not change significantly.  We can confirm however that the results depend on the rotation of the vinyl 

group just as Sirohiwal et al. reported.55 It seems that range-separated hybrid functionals are especially 

sensitive to this rotation, which was evident in the blue-shift of the Q-band by an average of 0.1 eV and 

a blue-shift of the B-band by 0.2 eV observed by comparison of the CAM-B3LYP geometry to the full 

geometry. Moreover, we found that local functionals depend significantly on the geometry. Local 

functionals over-stabilize various CT states that have a delocalized charge between the phythyl chain 

and the ring because of their exchange-correlation potential´s incorrect asymptotic behavior. To 

illustrate this issue further we use popular functionals like PBE and BLYP, which predict three CT states 

between the Qx and Bx transitions if the CAM-B3LYP geometry is used. If the full geometry is used CT 

states between Qx and Bx are observed and additionally three CT states are found between Bx and By. 

Such a large number of GS complicates the interpretation of spectra significantly and increases the 

computational cost. Therefore, we generally encourage to stay away from local functionals for the 

computation of Chl absorption spectra. Instead, it is advised to use global hybrid functionals with a 

moderate percentage of exact exchange, since they are less affected by geometry changes and show the 

best compromise between cost and accuracy.  
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Lastly, we investigate the Tamm-Dancoff approximation (section 2.2.3), which essentially neglects the 

deexcitation amplitudes in the time-dependent density functional theory eigenvalue problem. The results 

are shown in Table A2, found in the appendix. However, the results obtained using Tamm-Dancoff 

differ from the full TDDFT results. One can conclude that excited states are sensitive to correlation 

effects, which are not sufficiently described by the Tamm-Dancoff approximation.  

3.1.2 TDDFT calculations for Phot0 absorption spectra 

Another part of this thesis takes a closer look at the molecule phot0 (structure shown in Figure 10), 

which was first described by de la Concepcion et al.58 As explained in the Introduction phot0 is believed 

to be a potential precursor for photopigments like chlorophylls, which is why we chose to analyze this 

molecule. De la Concepción et al. computed the absorption spectrum of phot0 with zinc Zn2+ and the 

standard magnesium Mg2+ metal centers. Exploring the effect of metal centers on the peak shift is 

interesting, since exoplanets might have different compositions and other elements are more abundant. 

On Earth photopigments contain only magnesium as metal center, but show a variety of side chains that 

influence the peak position. This work explores the peak shift in the absorption spectra of the phot0 

structure based on electronegativities of metal and introduces a new structure of phot0 with a calcium 

Ca2+ metal center. Calcium was selected since its properties align with the other metals (magnesium and 

zinc) as it has a similar size and charge. One property that mainly distinguishes the metals is their 

electronegativity. Magnesium shows an electronegativity of 𝜒ெ௚ = 1.2, zinc has an EN of 𝜒௓௡ = 1.5, 

and lastly, calcium shows an EN of about 𝜒஼௔ = 1.0.163 Magnesium (phot0-Mn) serves as the benchmark 

since it occurs in chlorophylls on Earth and phot0-Zn and phot0-Ca are compared with its absorption 

spectrum.  

 

Figure 10: Structure of phot0 with metal center M build using IQmol. Zink (phot0-Zn), calcium (phot0-

Ca), and magnesium (phot0-Mg) can take the place of M in this structure.  
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Employing the DLPNO-STEOM-CCSD method benchmark spectra calculations for all molecules in the 

gas phase were performed. The geometry was always optimized at the CAM-B3LYP-D3(BJ)/def-TZVP 

level. The calculations were performed with ORCA 5.0.4 with analogous settings to the ones described 

in Sirohiwal et al. for Chl a.55,164 The complete results and detailed data can be found in the appendix 

(tables A3 to A10). It is important to note that all molecules have a closed shell singlet ground state. The 

results are summarized in Table 3 below and their spectra are visualized in Figure 11. 

Judging by the results, the hypothesis that changing the metal center modulates the absorption maxima 

for the Q- and B-band is validated. The observed shifts are consistent with the initial thought that metals 

can conjugate their p orbital with the π electrons in the HOMO of the ring structure. More specifically 

the a2u symmetric orbital in phot0 can interact with an orbital of a2 symmetry.  

Table 3: VEEs (in eV) associated with the Soret- and Q-bands of different phot0 molecules (phot0-Mg, 

phot0-Zn, phot0-Ca) calculated with the DLPNO-STEOM-CCSD method and B3LYP-D3(BJ)/def2-

TZVP optimized geometries.40 

  Qy    Qx  

Metalli
c 
center: 

Energy 
(eV) 

Wavelength 
(nm) 

Oscillator 
Strength 

(arbitrary 
units) 

 Energy 
(eV) 

Wavelength 
(nm) 

Oscillator 
Strength 

(arbitrary 
units) 

Ca 2.141 (1) 579 0.063  2.141 (2) 579 0.064 

Mg 2.165 (1) 574 0.112  2.166 (2) 574 0.112 

Zn 2.210 (1) 561 0.127  2.214 (2) 560 0.127 

        

  Bx    By  

 Energy 
(eV) 

Wavelength 
(nm) 

Oscillator 
Strength 

(arbitrary 
units) 

 Energy 
(eV) 

Wavelength 
(nm) 

Oscillator 
Strength 

(arbitrary 
units) 

Ca 3.770 (5) 329 1.205  3.775 (6) 329 1.204 

Mg 3.900 (4) 318 1.046  3.900 (5) 318 1.046 

Zn 3.985 (4) 311 1.019  3.986 (5) 311 1.013 
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Gouterman hypothesized that an increase in electronegativity of the metal results in a lowered HOMO 

 LUMO energy and a simultaneous increase of the HOMO-1  LUMO+1 energy.41,165 As a 

consequence the Q-band shows more HOMO  LUMO character as Qy band is composed of 0.80/0.20 

in phot0-Ca, has a ratio of 0.86/0.14 in phot0-Mg, and increases to 0.88/0.12 in phot0-Zn. These changes 

result in a blue shift in the absorption Q-band, which is also known as a hypsochromic effect. On the 

other hand, the By band experiences a redshift (bathochromic effect) when a more electronegative metal 

is employed since the By state gains more HOMO-1  LUMO+1 character. This hypophysis was 

validated by our results, which clearly show a red shifted signal for phot0-Ca and a blue-shifted peak 

for phot0-Zn, as seen from the inset of Figure 11 depicting the B-band spectra for the three different 

choices of metals.  

The intensities of the Q- and B-bands were calculated using the transition dipole moments and show 

that the Q-band increases in intensity and the B-band decreases in intensity with electronegativity. The 

increase and decrease of the bands can be described by the hyperchromic and hypochromic effects.40 

The hyperchromic effect is referring to the increased intensity observed for absorption maxima, while 

the hypochromic effect yields in an intensity decrease due to geometry distortion of some sort.166 

 

Figure 11: Simulated UV/Vis- absorption spectra for phot0 molecules with different metal centers 

(phot0-Ca in blue, phot0-Zn in red, and phot0-Mg in green). The peak intensities were calculated with 

the DLPNO-STEOM-CCSD method and broadened using Lorentzian broadening (broadening 

parameter 𝛾 = 10).40  
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We moreover used phot0 to further validate our previously established TDDFT results by calculating 

all three phot0 molecules with the entirety of the exchange-correlation functionals mentioned in the 

previous section about Chl a. All calculations were carried out using Q-Chem 6.1, except for the 

B2PLYP and ωB2PLYP calculations, which were performed using ORCA 5.0.4. The results were 

analyzed under the same aspects established for Chl a (Q-MUE, B-MUE, #GS, and wMUE) and are 

reported in Table 4. The detailed data is reported in the appendix (tables A5 to A8). From the results, it 

is clear that the Q-band is accurately described, whereas the B-band generally meets the DLPNO-

STEOM-CCSD benchmark, except for calculations with local functionals. Phot0 molecules seem to be 

able to employ a larger percentage of exact exchange, ranging from 20-50%. In agreement with the 

chlorophyll results, PW6B95 and M06 functionals perform well. Additionally, Minnesota functionals, 

like the M06-2X, MN15, and also M08-SO functional yield good results, while range-separated 

functionals produce underwhelming results.  

Table 4: Overview of all the tested methods and their mean unassigned errors (MUEs) for phot0. The 

errors were calculated with respect to the DLPNO-STEOM-CCSD benchmark. Three statistical 

indicators were used to calculate the weighted MUE (wMUE): MUE for the peak positions of the Q-

band; B-MUE: MUE for the peak positions of the B-band; #GS: average number of ‘ghost states’ 

between the Q- and B-band. The color scheme indicated the performance with decreasing accuracy from 

green (best) to red (worst).40 Labels for the functional type are equivalent to the labels found in Table 1.  
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Chapter 4 
4.1 Conclusion 

The evolution of oxygenic photosynthesis is commonly recognized as a significant event in Earth's 

evolutionary history, potentially providing implications for extraterrestrial life on exoplanets. Up until 

today no extraterrestrial life has been found and the search continues. For the development of new 

telescopes, a deeper understanding of absorption spectra is beneficial. On Earth, chlorophylls are the 

primary photopigments in photosynthesis and play a vital role in astrobiology by generating the 

vegetation red edge biosignature. In the search for extraterrestrial life biosignatures like the VRE are 

important. The VRE specifically is a robust biosignature, meaning that no false negatives or false 

positives are known.15,29 Observation of such a signal can therefore indicate the existence of life. 

However, as described in section 1.2, many scientists have made the point that other star systems can 

have different peak absorption wavelength, which can lead to the evolution of different photopigments 

or derivates of photopigments known on Earth.18,20–26 If the photopigments have different structures they 

can absorb light in different regions, yielding in a shifted VRE. Therefore, it is crucial to accurately 

model photopigments, especially the Q-band, to determine where the VRE would occur. Surprisingly, 

despite the widely acknowledged significance of photosynthesis and photopigments, there exists only a 

limited amount of studies modeling their structures and absorption spectra from a computational 

chemistry perspective. 

To address this gap, this work focuses on benchmarking time-dependent density-functional theory 

absorption spectra of photopigments like Chl a. We can conclude that among all 25 tested methods Chl 

a is best described by the B2PLYP double-hybrid functional and PW6B95 global-hybrid functional. The 

original intention to find a TDDFT functional with comparable accuracy to B2PLYP was therefore met. 

Moreover, did the results clearly indicate that local functionals show a tendency to over-stabilize CT 

ghost-states, while range-separated functionals yielded red-shifted energy states. The optimal 

compromise between accuracy and computational cost is met by implementing global hybrid functionals 

with a moderate percentage of exact exchange.  

Additionally, the study investigates the absorption spectrum of the potential photopigment precursor 

"phot0". In analogy to the benchmark calculations for Chla, the peak positions of the Q- and B-bands 

for phot0 were calculated using the same functionals. The results agree with Chl a that local functionals 

should be avoided. Global-hybrid functionals performed the best overall and the MN15, M08-SO, and 

M06-2X functionals showed the highest accuracies. Lastly, different central metal ions (Mg, Ca, or Zn) 
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in phot0 were analyzed. By using the DLPNO-STEOM-CCSD method, the effect of the 

electronegativity of the metal ion on absorption spectra was explored. The results validate the 

Gouterman hypothesis and indicate that a spectral shift directly correlated with the central metal 

electronegativity. For example, a blue-shift is caused by more electronegative metals and vice versa.  

4.2 Outlook 

This work serves as a preliminary study for the prediction of absorption spectra of photopigments like 

chlorophyll a (Chl a). However, further research is needed to optimize the performance of the 

computational methods for the modeling of the absorption spectra. Further investigation of the vibronic 

structure in absorption spectra is especially important since these effects were implicitly absent in this 

work. Additionally, it is important to investigate environmental effects on the peak shift, that occurs for 

example at different temperatures or is caused by solvent effects.  

Moreover, this work focused purely on absorption and absorption spectra, and other spectral properties 

were not a concern. However, Chl a fluorescence induction has been used widely as a probe to study 

photosynthesis and has been proposed in the literature as a biosignature.15,15 If an excited molecule 

relaxes into a lower energy state over the emission of a photon and simultaneously remains in the 

existing spin state, one observes fluorescence. Illuminating dark-adapted leaves gives rise to 

fluorescence from the photo system II, PSII, which is described by the Kautsky effect.167 Therefore it 

could be of interest to forecast fluorescence and phosphorescence rates.  

Future research should involve more photopigments, instead of just Chl a and phot0. Our work revolves 

mainly around Chl a and its potential precursor phot0, however, there is a variety of photopigments we 

have not analyzed, yet. While Chl a is one of the most, if not the most important, chlorophyll on Earth, 

there is no guarantee that it will be the most important photopigment on exoplanets. The results found 

for Chl a need to be validated for other porphyrin structures as well. A good candidate is Chlorophyll b 

(Chl b), since it occurs in a variety of organisms that undergo photosynthesis and is important for 

photosynthesis on Earth. Aside from other chlorophylls the absorption spectra of bacteriochlorophylls, 

carotenoids, or cyanophycin should be explored as well. 

With this work three different metal centers were tested in phot0, however many others can be analyzed 

as well. Iron seems to be the obvious choice, since it occurs in haemoglobine and is generally an 

abundant element in the Universe. This work only used metals that are in the singlet state, but the 

research should explore more metals to further validate Gouterman´s hypothysis. This work does not 
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tackle how the electronegativity of the metal influences the orbital energies of the frontier orbitals. This 

could be explored in future works. 

Lastly, it is important to determine the effect different metal centers have on the multiple facets of 

photosynthetic activity such as electronic excitation. It is unclear how and if different metal centers, or 

absence of metal centers, will influence the photosynthetic activity. 

In conclusion, this thesis serves as a preliminary study and highlights the importance of accurately 

modelling absorption spectra of photopigments via DFT with a specific focus on lowering the 

computational cost. In the past, wave function theory methods have dominated the computational 

modelling of photopigments like chlorophyll a, however DFT provides an alternative approach. In the 

search of life photosynthesis and photopigments have been investigated and many research groups 

hypothesize how extraterrestrial photopigments could look like. With the development of new empirical 

and theoretical methods, it becomes more and more important to accurately model such molecules. This 

knowledge, has the potential to facilitate their detection using future telescopes (ground- or space-

based). However, at the moment, the modelled spectra are simplified and require the inclusion of other 

factors, such as understanding and implementing the vibronic structure, and considering the impact of 

environmental effects (temperature variations, solvent effects, …). By addressing these factors, we aim 

to deepen our understanding of absorption characteristics of terrestrial and potential extraterrestrial 

photopigments, and perhaps pave the way for their detection in the future. A successful detection could 

greatly further our knowledge of the rarity or commonality of life in the Universe.168  
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Appendix 
The Appendix contains the raw data for the calculations described above, including the geometries of 

the molecules of interest (tables A1 – A5) and the vertical excitation energies (VEEs) in eV for the 

absorption bands of Chl a and the phot0 molecules (table A6, A8 - A10). Table A7 includes the data for 

the Tamm-Dancoff approximated (TDA) calculations and the “original” TDDFT results and provides 

the MUE for the TDA and TDDFT. 

Table A1: Geometry (S1) of the smallest significantly representative Chl a molecule (xyz format), 

which was optimized using the CAM-B3LYP-D3(BJ)/def2-TZVP method in gas phase. Obtained 

from the Supporting information in Illner et al.40 
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C   -6.94101773277842    35.79286800103698    7.98635477633448 

C   -3.98102222294773    34.72352147911032   -0.68162218643282 

C    2.41818178868599    37.10574470780596    3.41245195749761 

C   -2.25219108797725    35.83410795974775    9.92666317325171 

N   -4.55573995402007    34.85244169287340    5.83191257776971 

H   -6.95620340674774    36.52504882196585    7.17750760283703 

C   -4.89481255725964    34.97140548072344   -1.61150116602348 

C    2.48181598256915    38.63053884709370    3.49611396655616 

C   -3.73210795994643    35.42402953241709    9.54429168960854 

N   -3.75420079300643    34.95221437559223    3.00064582029123 

O   -1.87336348390208    35.97437278633750    11.0593395452471 

C   -4.09749968731009    34.15934041884622    10.2785200864900 

N   -1.85942340124899    35.79350469942186    6.43005581516318 
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C   -4.92442673655606    33.30847807206517    12.2946151224424 

C   -3.72674232147732    35.30841136162393    8.03371472034305 

C   -5.87762230053422    34.17910143776908    3.90490125603511 

C   -1.94637567123760    35.53608042684566    1.47232676040621 

C    0.33822428813312    36.44395180455594    5.64154956037812 

C   -6.70801062326837    32.37717845011613    6.39738799170638 

C   -6.58976128707013    33.75127458331651    0.91611699647059 

C    0.90309353380740    36.48799076888075    0.65901366786070 

C    0.92850593286370    36.72375011779826    8.76209709493966 

C   -4.72304533128727    34.92584886159361    7.19675013858754 

C   -5.00591773439092    34.47481367927818    2.85622278121490 

C   -0.94550997379709    35.91021056990892    2.39554702753548 

C   -0.55645851146418    36.20347206271686    6.67434590787102 

O   -3.90057604920894    33.04441109251169    9.87900551397264 

C   -6.13513701434933    34.56037242607884    7.58297763862106 

C   -5.31260729403626    34.30217757237480    1.44501939468094 

C    0.37992399416866    36.34352905300695    2.04797417964627 

C   -0.33715210100630    36.32969602849064    8.08673771856715 

O   -4.65530300455787    34.43366942549807    11.4594334667058 

C   -6.66247388997242    33.90010713763338    6.30004821256342 

C   -4.20805986972384    34.69978888605092    0.75626458681333 
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C    1.02818987790773    36.59274924832584    3.22622687259362 

C   -1.54709271266898    35.98852019415750    8.66566409034399 

C   -5.65579855871918    34.34437824565367    5.25983506310835 

C   -3.21234644663621    35.09577835898741    1.74408156169555 

C    0.08919240891217    36.31548071091521    4.28120403180639 

C   -2.43004620330514    35.67266987424515    7.61435309236558 

N   -1.10207774797484    35.90248175662032    3.73330560569733 

Mg  -2.81936958416003    35.37504280006335    4.73082480926422 

H   -6.51971340550882    36.27488130000832    8.86751455378494 

H   -7.97120444011421    35.51679715844789    8.21470700459646 

H   -2.96357020588187    34.52917560886468   -1.00361483443642 

H    3.04461322977542    36.76349709668155    2.58723086727845 

H    2.85418994697830    36.67397392994451    4.31513058727761 

H   -5.91807998671285    35.21539620900278   -1.36226154263513 

H   -4.63548724889499    34.96147919848033   -2.66111134393964 

H    3.50762470000446    38.97339232905264    3.63593605015654 

H    1.88248030415175    39.00046835447498    4.32836403859072 

H    2.09254106863622    39.08456431663874    2.58446896614781 

H   -4.37267789836554    36.22623887624258    9.91291470387167 

H   -5.35285359181750    33.71337477307435    13.2058430354878 

H   -4.00301089535288    32.77154508885973    12.5112276526719 
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H   -5.62426234218440    32.63084292891680    11.8087020245978 

H   -6.84118958385343    33.77352009924613    3.63134868089604 

H   -1.67224832888263    35.60406296471633    0.42903692747055 

H    1.33111463989666    36.76910223600049    5.92329432387634 

H   -7.00847192519247    31.92856356107021    5.45099676325499 

H   -7.41832223918920    32.06612952140186    7.16412981773137 

H   -5.72744775981967    31.98137481182714    6.66516706338777 

H   -6.44267602504536    33.31291045675245   -0.06958849406966 

H   -7.35614826273716    34.52438689221510    0.82150028117975 

H   -6.98788109586424    32.97978677534699    1.57448868840590 

H    1.95918844675213    36.75121695075061    0.66129703343982 

H    0.37308342580854    37.26896561054314    0.10979316327020 

H    0.79621656376052    35.56243883975556    0.09051666038683 

H    1.36208053891397    37.61728465720379    8.31128588176325 

H    1.67293763434527    35.92795432952511    8.69090639248266 

H    0.75143746270652    36.91972204710151    9.81717960470833 

H   -6.12906693109937    33.84721960099380    8.40808224216130 

H   -7.65692130171338    34.27235505080080    6.04711242237590 
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Table A2: Geometry (S2) of the complete Chl a molecule (135 atoms, xyz format), which was 

optimized using the GFN2-xtb method. Obtained from the Supporting information in Illner et al.40 

135 

 energy: -186.255236093884 gnorm: 0.000859732492 xtb: 6.4.1 (conda-forge) 

Mg       -1.16538284212160   -3.52620922994169    1.64790409848501 

C        -1.72747203367702   -1.76761321193830   -1.23089086841779 

C         1.66823597014874   -4.75838167490581    0.32994391849361 

C        -0.69343026900199   -5.27254738249884    4.49206996217744 

C        -4.04656394429298   -2.14479006977554    3.00539804209098 

N        -0.19662809723576   -3.26024453352374   -0.16775000259207 

C        -0.53459828725249   -2.47769116448398   -1.23316646063359 

C         0.50464868809369   -2.54081589924262   -2.23989645923886 

C         1.44720727211531   -3.40349524867605   -1.76318239779175 

C         0.98229966155329   -3.85220937796596   -0.46634557168418 

C         2.72896369261202   -3.82425815897218   -2.39309475774211 

C         0.57365618479885   -1.69564539774623   -3.46509324333628 

C         1.00262146723003   -0.26751054526414   -3.07937739703660 

C         0.55569952357929    0.74129261705181   -4.11312785264377 

O        -0.55720433453401    0.80369534086824   -4.56456536939466 

O         1.55274310076092    1.56118940843654   -4.45281406870765 
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N         0.22891277564113   -4.79224490998077    2.29414966524913 

C         1.31928996499788   -5.19690301226265    1.59825819692085 

C         2.07761592406553   -6.14986619749014    2.37703056010406 

C         1.40674419191022   -6.30128655562902    3.56342193352044 

C         0.25044985757622   -5.42436218434864    3.49030017253021 

C         3.36218431652437   -6.77328783540607    1.95948671886414 

C         1.74657646957665   -7.12665213698784    4.70363157834626 

C         2.31719057238856   -8.32440597182702    4.63931194680009 

N        -2.18790091413070   -3.67038409014718    3.42416483839362 

C        -1.81264887425836   -4.45080785969284    4.46233452820020 

C        -2.75034708445467   -4.30921830091531    5.55772551803540 

C        -3.70033417664971   -3.42623768794982    5.13907605576302 

C        -3.32967395772681   -3.03142070688373    3.79455785585312 

C        -2.63829832281422   -5.01244777216940    6.86538150789951 

C        -4.87425662223477   -2.90058883384174    5.89600878834615 

C        -4.54772359464972   -1.55237984404117    6.54348659512401 

N        -2.57469049661477   -2.24313951868939    1.09697994624268 

C        -3.69798904659966   -1.77315954046770    1.71361944183414 

C        -4.43403074305398   -0.88665730390507    0.83521263709957 

C        -3.70864456614667   -0.86802679078098   -0.33493256406632 

C        -2.57435507686125   -1.71829795354830   -0.12786346089980 

C        -5.69578003415131   -0.17396737949443    1.15160418829544 
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C        -3.65300942228294   -0.32463071575385   -1.67718010526978 

O        -4.36567053543620    0.48268628881820   -2.22025254310386 

C        -2.43439194934823   -1.01991459599886   -2.34886249930483 

C        -2.97472827840259   -2.08385291892413   -3.29501146514508 

O        -2.52268584253199   -2.35907681942995   -4.37233365150161 

O        -4.01132304661814   -2.72106413661209   -2.74023909850497 

C        -4.58958000479275   -3.76186444804531   -3.51401789019261 

C         1.24782376008659    2.59414388852101   -5.38909383407633 

C         0.48145382005251    3.71902355388093   -4.75883025489930 

C         0.29017166033831    4.90428043595292   -5.32456471591100 

C         0.86859614831605    5.24194901473929   -6.66831360829723 

C        -0.50412731475091    5.97888893015590   -4.63988414370957 

C         0.38610415152231    7.12354700212461   -4.13910424396372 

C         1.37373468013415    6.64577645411978   -3.07721741727045 

C         2.11294482513197    7.78306640627882   -2.36134671710124 

C         2.99138624186205    8.56957236162826   -3.33143328376083 

C         2.94695898429992    7.20499246978867   -1.20981594180794 

C         3.44163579111084    8.26166944089888   -0.22482691603311 

C         4.08371041453149    7.67301846620609    1.03373593255404 

C         5.41362375007701    6.93996902071311    0.77783705793620 

C         5.22680061845921    5.42450291280797    0.71773760961953 

C         6.47473112884480    7.32244795251007    1.82146086827407 
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C         6.14917147542171    6.87395974523293    3.24612492810344 

C         7.08178770231106    7.50435356210708    4.28363119395853 

C         6.77823780994297    8.97347844650776    4.60391337986947 

C         7.95557005773624    9.59760830367302    5.35127854610959 

C         5.50636773774435    9.11244565232631    5.43768415560753 

H         2.57730431684439   -5.16678034767995   -0.08797496562138 

H        -0.54447070239356   -5.84963909003847    5.39351278105665 

H        -4.95017093754695   -1.71992855643455    3.41763650754448 

H         2.84607719095787   -3.36924324834704   -3.37269628948947 

H         2.75964199393159   -4.90725258352245   -2.51098058726933 

H         3.57413584471415   -3.52682265794763   -1.77220167896766 

H        -0.39295983118390   -1.66397396059429   -3.96714163424154 

H         1.29621466193653   -2.11132356066069   -4.16872606616872 

H         2.08196297991798   -0.19938490485613   -2.94564736863400 

H         0.52213469236851    0.00867124970544   -2.13618990605550 

H         3.98077940380148   -6.05785078931455    1.42039784558446 

H         3.18200383653617   -7.62581281428438    1.30297132153973 

H         3.90988561613889   -7.12161509904052    2.83255837763350 

H         1.49614251941906   -6.71096502106360    5.67234911350557 

H         2.54204883273672   -8.80215579773017    3.70180493380924 

H         2.55405900061371   -8.88306410349887    5.52906390016039 

H        -2.60969242227618   -6.09216670398333    6.71927495069210 
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H        -3.48228053635902   -4.77238061253773    7.50662060155305 

H        -1.72316212598440   -4.71651904528658    7.37872971256396 

H        -5.15962963461987   -3.61275896954314    6.67287265982204 

H        -5.72782695135396   -2.78517911798576    5.22462834048553 

H        -3.72206199531607   -1.66167492473800    7.24291786170139 

H        -5.41145923755952   -1.16966352133424    7.08280087410791 

H        -4.25834778885899   -0.82700711184577    5.78655382162695 

H        -6.00208094254414    0.42625460805515    0.29902310589007 

H        -5.56120412504182    0.47759224434896    2.01529338462712 

H        -6.48770323818968   -0.88487030972681    1.38826492198943 

H        -1.83301863545756   -0.31553720825276   -2.92600100554937 

H        -5.42342709913094   -4.14485215260154   -2.93167003910340 

H        -3.85472231388739   -4.54855934961014   -3.69800836301996 

H        -4.93662620713719   -3.37124393296215   -4.47261768584195 

H         0.66607970313461    2.16250363951622   -6.21544103603206 

H         2.21693373657634    2.92946703860355   -5.76871087435386 

H         0.04998941541584    3.49415806958468   -3.79478465954370 

H         0.59306420758646    4.48720118900350   -7.40323674563998 

H         1.95732319953208    5.27388632419904   -6.62112021861756 

H         0.51116960191050    6.20797505945417   -7.01373005179215 

H        -1.04775795518093    5.55266020288102   -3.79542493923799 

H        -1.23653778402546    6.38281798759584   -5.34361257269761 
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H         0.92430098079735    7.55507013501816   -4.98341956300923 

H        -0.25174185754014    7.90168369019441   -3.71325327349207 

H         2.10155942290351    5.97300872104440   -3.53558396893542 

H         0.82123794987988    6.06862206424634   -2.33169707335354 

H         1.36503643580538    8.46398962450708   -1.93777986864333 

H         3.71091292735257    7.90793774835170   -3.80986097617300 

H         3.53646304316697    9.35161319466102   -2.80970222792918 

H         2.39024318747629    9.04268064869608   -4.10310009190475 

H         3.79604526995120    6.66457550281316   -1.63126003257985 

H         2.33304858666801    6.48704222125054   -0.66020913644676 

H         2.59063155160076    8.87707134507802    0.08019664442559 

H         4.16453150466074    8.91911747044809   -0.71147114359464 

H         3.37390642882763    6.99475912813061    1.51158968831841 

H         4.26135008348222    8.50007970506054    1.72494549776886 

H         5.80035817953021    7.26953338043653   -0.19376230184324 

H         4.79005105292772    5.05226868379009    1.64098198165494 

H         6.18525524856110    4.93125478944869    0.56701142558433 

H         4.56865422340969    5.14798507606799   -0.10115284169874 

H         6.59374285634050    8.40786700765699    1.80118380333329 

H         7.43362365154270    6.88716237702010    1.52727887849925 

H         6.24950635266939    5.78913956891062    3.30868765889223 

H         5.11507289427569    7.12233529345115    3.48395329303705 
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H         8.10861416698437    7.42555755218166    3.91756214354397 

H         7.02163054192390    6.93244731691120    5.21296050640836 

H         6.63940952322834    9.52192169994165    3.66634630440240 

H         8.14057352049245    9.06148835005191    6.28008089108058 

H         7.74887864196941   10.63817199985170    5.59205678499662 

H         8.85979209923802    9.55943246910748    4.74758732137893 

H         5.61732909556768    8.58987354540202    6.38589144852195 

H         4.64606894214337    8.69917716653475    4.91752047758773 

H         5.30252070741565   10.16062050275699    5.64631637113647 

 

 

Table A3: Geometry of the phot0-Ca molecule (xyz format), which was optimized using the CAM-

B3LYP-D3(BJ)/def2-TZVP method in gas phase. Obtained from the Supporting information in 

Illner et al.40 

29 

C       2.9892391854     1.1471639091     0.0034393674 

C       2.4638805878     2.4381330409    -0.0039694790 

C       1.1784519546     2.9769331795    -0.0085584206 

N       2.3225414601    -0.0121581292     0.0042383118 

N       0.0121715724     2.3224880802    -0.0042785723 

C      -1.1471309872     2.9892354245    -0.0033572678 

C      -2.4381007431     2.4639293245     0.0041500574 
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C      -2.9769261843     1.1784963723     0.0086679069 

N      -2.3224946786     0.0122195575     0.0043313296 

C      -2.9892139693    -1.1471036006     0.0031012194 

C      -2.4639065337    -2.4380872921    -0.0039924460 

C      -1.1784984337    -2.9769717240    -0.0082368063 

N      -0.0122068398    -2.3225499012    -0.0042640142 

C       1.1471368247    -2.9892192361    -0.0034051080 

C       2.4381161307    -2.4638588263     0.0039778354 

C       2.9769730229    -1.1784536098     0.0085804375 

Ca      0.0000278399    -0.0000698166    -0.0001535426 

H       4.0779258839     1.0828995018     0.0075183379 

H       3.2335695403     3.2000345355    -0.0059616869 

H       1.1255994786     4.0662292161    -0.0138300289 

H      -1.0828199680     4.0779191222    -0.0074187649 

H      -3.2000061817     3.2336140332     0.0061883761 

H      -4.0662232327     1.1256598953     0.0140090715 

H      -4.0779000231    -1.0828074929     0.0066925340 

H      -3.2337327048    -3.1998507829    -0.0060662679 

H      -1.1256935708    -4.0662715091    -0.0131424936 

H       1.0828895441    -4.0779072086    -0.0073630619 

H       3.1998955002    -3.2336694883     0.0060703889 

H       4.0662689040    -1.1256331621     0.0140360110 
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Table A4: Geometry (S4) of the phot0-Mg molecule (xyz format), which was optimized using the 

CAM-B3LYP-D3(BJ)/def2-TZVP method in gas phase. Obtained from the Supporting 

information in Illner et al.40 

29 

C       1.3689887787    -2.7790501944    -0.0000000000 

C       0.1543492219    -3.4222136696     0.0000000000 

C      -1.1132294773    -2.8910067338     0.0000000000 

N       1.5922523169    -1.4546031633    -0.0000000000 

N      -1.4545681959    -1.5921736076    -0.0000000000 

C      -2.7790183151    -1.3689094887    -0.0000000000 

C      -3.4222043245    -0.1542819408    -0.0000000000 

C      -2.8910235135     1.1133080687    -0.0000000000 

N      -1.5921961557     1.4546588145    -0.0000000000 

C      -1.3689312073     2.7791053598    -0.0000000000 

C      -0.1542936558     3.4222745409     0.0000000000 

C       1.1132878784     2.8910706284     0.0000000000 

N       1.4546301085     1.5922401790    -0.0000000000 

C       2.7790796708     1.3689741471    -0.0000000000 

C       3.4222600660     0.1543436440    -0.0000000000 

C       2.8910775150    -1.1132472011    -0.0000000000 

Mg      0.0000288916     0.0000060092    -0.0000000000 

H       2.2527652200    -3.4128227569     0.0000000000 



 
 

69 
 

H       0.2028120807    -4.5028261269     0.0000000000 

H      -1.9366164862    -3.6014601610     0.0000000000 

H      -3.4127849601    -2.2526901033    -0.0000000000 

H      -4.5028155388    -0.2027712393     0.0000000000 

H      -3.6014901216     1.9366847258     0.0000000000 

H      -2.2527070310     3.4128801907    -0.0000000000 

H      -0.2027619164     4.5028873142     0.0000000000 

H       1.9366720074     3.6015290174     0.0000000000 

H       3.4128508111     2.2527524639     0.0000000000 

H       4.5028720094     0.2028271116    -0.0000000000 

H       3.6015469516    -1.9366217292    -0.0000000000 

 

Table A5: Geometry (S5) phot0-Ca molecule (xyz format), which was optimized using the CAM-

B3LYP-D3(BJ)/def2-TZVP method in gas phase. Obtained from the Supporting information in 

Illner et al.40 

29 

C      -1.6758236900    -2.5900315753    -0.0128403480 

C      -2.8534355177    -1.8881045675    -0.0036397532 

C      -3.0408011703    -0.5301473973     0.0022005989 

N      -0.4279085833    -2.0950663138    -0.0135152410 

N      -2.0985791303     0.4261313548    -0.0025364209 

C      -2.5934764191     1.6739962782    -0.0029149319 

C      -1.8916345680     2.8515611934    -0.0125767263 
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C      -0.5336833615     3.0389883937    -0.0187279729 

N       0.4225862473     2.0968359543    -0.0136679199 

C       1.6705293845     2.5918616972    -0.0121459653 

C       2.8481617450     1.8900020483    -0.0033911578 

C       3.0355801777     0.5319451537     0.0019916388 

N       2.0932300764    -0.4243456774    -0.0023616597 

C       2.5883474994    -1.6723540147    -0.0025842168 

C       1.8864521254    -2.8500491291    -0.0120451513 

C       0.5283980201    -3.0374461632    -0.0184697843 

Zn     -0.0028526776     0.0010467845    -0.0077544672 

H      -1.7546913347    -3.6741123238    -0.0180097634 

H      -3.7548130113    -2.4856532124    -0.0013921247 

H      -4.0702412088    -0.1811624795     0.0083601292 

H      -3.6774447541     1.7528563203     0.0028937675 

H      -2.4891254108     3.7529227486    -0.0147183217 

H      -0.1847046532     4.0684423686    -0.0253096347 

H       1.7493946023     3.6759035960    -0.0164511014 

H       3.7496318255     2.4874993177    -0.0010847786 

H       4.0651479737     0.1828729863     0.0076692170 

H       3.6725010435    -1.7511845357     0.0030350451 

H       2.4840548017    -3.7515038392    -0.0140861413 

H       0.1793697294    -4.0670019633    -0.0252220694 



 
 

71 
 

 

Table A6: Vertical Excitation Energies (in eV) calculated for the Q- and B-bands of Chlorophyll 

a with the DLPNO-STEOM-CCSD method and compared to various TD-DFT exchange–

correlation functionals with geometry S2. Obtained from the Supporting information in Illner et 

al.40 

Method: Qy State # Qx State # Bx State # By State # 

Exp 1.99 1 2.3 2 3.12 3 3.38 4 

DLPNO 1.75 1 2.24 2 3.17 3 3.40 4 

BLYP 2.06 1 2.09 2 3.06 11 3.19 16 

PBE 2.07 1 2.10 2 2.90 11 3.10 15 

BP86 2.07 1 2.10 2 2.84 12 3.08 15 

M06-L 2.16 1 2.17 2 3.02 11 3.30 14 

MN15-L 2.29 1 2.31 2 3.10 11 3.22 14 

TPSS 2.11 1 2.14 2 2.94 11 3.16 15 

SCAN 2.16 1 2.17 2 3.00 11 3.11 15 

B97M-V 2.19 1 2.21 2 2.99 11 3.12 15 

B3LYP 2.22 1 2.26 2 3.13 3 3.21 4 

PBE0 2.25 1 2.29 2 3.15 3 3.23 4 

TPSSh 2.21 1 2.22 2 3.10 3 3.18 4 

r2SCANh 2.26 1 2.28 2 3.20 3 3.29 4 

r2SCAN0 2.30 1 2.35 2 3.25 3 3.33 4 

PW6B95 2.24 1 2.28 2 3.15 3 3.23 4 

M06 2.16 1 2.21 2 3.12 3 3.20 4 
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M06-2X 2.25 1 2.32 2 3.36 3 3.41 4 

M08-HX 2.28 1 2.35 2 3.36 3 3.41 4 

MN15 2.22 1 2.28 2 3.25 3 3.31 4 

CAM-

B3LYP 

2.17 1 2.24 2 3.35 3 3.40 4 

ωB97M-V 2.02 1 2.09 2 3.40 3 3.43 4 

ωB97X-V 2.01 1 2.09 2 3.45 3 3.48 4 

M11 2.08 1 2.16 2 3.42 3 3.45 4 

revM11 1.91 1 2.00 2 3.42 3 3.43 4 
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Table A7: Comparison between the Vertical Excitation Energies (VEEs, in eV) for the Q- and B-

bands of Chl a, calculated with the “regular” TD-DFT and TD-DFT approximated with the 

Tamm–Dancoff approximation (TDA) with various exchange–correlation functionals with 

geometry S2. The last two columns report the mean unsigned errors (MUE) of both methods. 

Obtained from the Supporting information in Illner et al.40 

 Qy Qx Bx By   

Exp 1.99 2.30 3.12 3.38   

 TDDFT TDA TDDFT TDA TDDFT TDA TDDFT TDA MUE 

TDDFT 

MUE 

TDA 

CIS/RPA 2.45 2.05 3.48 3.22 4.29 3.89 4.84 4.52 1.07 0.72 

BLYP 2.05 2.13 2.13 2.14 2.82 2.86 2.95 2.96 0.24 0.25 

PBE 2.07 2.13 2.14 2.15 2.83 2.85 2.96 2.98 0.24 0.24 

BP86 2.06 2.15 2.14 2.36 2.84 3.01 2.96 3.11 0.23 0.15 

M06-L 2.13 2.27 2.24 2.33 3.01 3.18 3.15 3.27 0.14 0.12 

MN15-L 2.23 2.38 2.38 2.45 3.17 3.36 3.34 3.57 0.10 0.24 

r2SCAN 2.16 2.25 2.26 2.26 3.01 3.06 3.15 3.21 0.14 0.13 

B97M-V 2.15 2.25 2.28 2.26 3.05 3.12 3.20 3.25 0.11 0.11 

B3LYP 2.16 2.31 2.35 2.43 3.17 3.13 3.35 3.42 0.07 0.13 

r2SCANh 2.20 2.32 2.35 2.33 3.17 3.32 3.33 3.38 0.09 0.14 

r2SCAN0 2.24 2.38 2.47 2.41 3.36 3.43 3.56 3.64 0.21 0.27 

PW6B95 2.17 2.31 2.40 2.35 3.22 3.30 3.27 3.35 0.12 0.15 

M06 2.11 2.25 2.35 2.28 3.23 3.33 3.42 3.51 0.08 0.16 
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M06-2X 2.19 2.39 2.56 2.45 3.44 3.77 3.69 3.87 0.27 0.42 

M08-HX 2.21 2.4 2.56 2.68 3.44 3.69 3.68 3.8 0.27 0.45 

M08-SO   2.15 2.34 2.54 2.66 3.41 3.71 3.68 3.8 0.25 0.43 

MN15 2.15 2.33 2.47 2.38 3.33 3.58 3.56 3.71 0.18 0.30 

LC-ωPBE 2.07 2.26 2.59 2.29 3.47 3.37 3.78 3.45 0.28 0.15 

CAM-

B3LYP 

2.14 2.33 2.53 2.39 3.43 3.76 3.71 3.85 0.26 0.39 
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Table A8: Vertical Excitation Energies (in eV) of the Q- and B-bands for the phot0-Ca molecule, 

calculated with the DLPNO-STEOM-CCSD method and compared to various TD-DFT exchange–

correlation functionals with the geometry in S3. Obtained from the Supporting information in 

Illner et al.40 

 

Qy Qx By Bx 

DLPNO-STEOM-CCSD 2.141 2.141 3.77 3.775 

B2PLYP 2.219 2.219 3.421 3.421 

ωB2PLYP 1.971 1.971 3.615 3.615 

PW6B95 2.195 2.195 3.513 3.513 

M06 2.116 2.116 3.468 3.468 

B3LYP 2.174 2.174 3.448 3.448 

MN15 2.135 2.135 3.538 3.538 

M08-SO   2.099 2.099 3.557 3.447 

CAM-B3LYP 2.069 2.069 3.592 3.592 

PBE0 2.219 2.219 3.547 3.547 

LC-ωPBEh 2.067 2.067 3.626 3.626 

ωB97X-D 2.043 2.043 3.623 3.623 

LC-ωPBE 1.968 1.968 3.635 3.635 

TPSSh 2.213 2.213 3.477 3.477 

M06-2X 2.165 2.165 3.616 3.616 
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M08-HX 2.216 2.216 3.575 3.624 

ωM05-D 2.053 2.053 3.647 3.647 

B97M-V 2.180 2.180 3.458 3.458 

r2SCANh 2.258 2.258 3.567 3.567 

r2SCAN0 2.263 2.263 3.664 3.664 

ωB97X-D3 1.969 1.969 3.659 3.659 

ωB97M-V 1.894 1.894 3.597 3.597 

ωM06-D3 1.940 1.940 3.670 3.670 

SCAN 2.110 2.110 3.501 3.501 

MN15-L 2.273 2.273 3.608 3.608 

M06-L 2.222 2.222 3.510 3.510 

r2SCAN 2.230 2.230 3.492 3.492 

revM11 1.796 1.796 3.660 3.660 

ωB97X-V 1.895 1.895 3.679 3.679 

TPSS 2.112 2.112 3.531 3.531 

M11 2.006 2.006 3.681 3.681 

BP86 2.129 2.129 3.284 3.284 

PBE 2.133 2.133 3.287 3.287 

BLYP 2.093 2.093 3.229 3.229 
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Table A9: Vertical Excitation Energies (in eV) of the Q- and B-bands for the phot0-Mg molecule, 

calculated with the DLPNO-STEOM-CCSD method and compared to various TD-DFT exchange–

correlation functionals with the geometry in S4. Obtained from the Supporting information in 

Illner et al.40 

 Qy Qx By Bx 

DLPNO-STEOM-CCSD 2.165 2.166 3.900 3.900 

B2PLYP 2.219 2.219 3.678 3.678 

ωB2PLYP 1.978 1.978 3.894 3.894 

PW6B95 2.216 2.216 3.835 3.835 

M06 2.136 2.136 3.779 3.779 

B3LYP 2.209 2.209 3.791 3.791 

MN15 2.139 2.139 3.851 3.851 

M08-SO   2.103 2.103 3.882 3.882 

CAM-B3LYP 2.089 2.089 3.931 3.931 

PBE0 2.237 2.237 3.860 3.860 

LC-ωPBEh 2.087 2.087 3.945 3.945 

ωB97X-D 2.062 2.062 3.944 3.944 

LC-ωPBE 2.087 2.087 3.945 3.945 

TPSSh 2.245 2.245 3.791 3.791 

M06-2X 2.174 2.174 3.940 3.940 

M08-HX 2.224 2.224 3.936 3.936 
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ωM05-D 2.058 2.058 3.944 3.944 

B97M-V 2.233 2.233 3.822 3.822 

r2SCANh 2.283 2.283 3.881 3.881 

r2SCAN0 2.271 2.271 3.970 3.970 

ωB97X-D3 1.987 1.987 3.976 3.976 

ωB97M-V 1.922 1.922 3.940 3.940 

ωM06-D3 1.957 1.957 3.992 3.992 

SCAN 2.143 2.143 3.828 3.828 

MN15-L 2.304 2.304 3.949 3.949 

M06-L 2.252 2.252 3.794 3.794 

r2SCAN 2.270 2.270 3.816 3.816 

revM11 1.823 1.823 3.966 3.966 

ωB97X-V 1.918 1.918 4.002 4.002 

TPSS 2.171 2.171 3.653 3.653 

M11 2.012 2.012 3.976 3.976 

BP86 2.187 2.187 3.635 3.635 

PBE 2.193 2.193 3.638 3.638 

BLYP 2.164 2.164 3.609 3.609 
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Table A10: Vertical Excitation Energies (in eV) of the Q- and B-bands for the phot0-Mg molecule, 

calculated with the DLPNO-STEOM-CCSD method and compared to various TD-DFT exchange–

correlation functionals with the geometry in S5. Obtained from the Supporting information in 

Illner et al.40 

 Qy Qx By Bx 

DLPNO-STEOM-CCSD 2.210 2.214 3.985 3.986 

B2PLYP 2.267 2.267 3.746 3.746 

ωB2PLYP 2.038 2.038 3.974 3.974 

PW6B95 2.262 2.262 3.904 3.904 

M06 2.186 2.186 3.844 3.844 

B3LYP 2.256 2.256 3.855 3.855 

MN15 2.188 2.188 3.932 3.932 

M08-SO   2.154 2.154 3.965 3.965 

CAM-B3LYP 2.141 2.141 4.009 4.009 

PBE0 2.281 2.281 3.927 3.927 

LC-ωPBEh 2.138 2.138 4.022 4.022 

ωB97X-D 2.116 2.116 4.022 4.022 

LC-ωPBE 2.047 2.047 4.023 4.023 

TPSSh 2.290 2.290 3.851 3.851 

M06-2X 2.227 2.227 4.030 4.030 

M08-HX 2.276 2.276 4.022 4.022 
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ωM05-D 2.111 2.111 4.032 4.032 

B97M-V 2.281 2.281 3.878 3.878 

r2SCANh 2.328 2.328 3.943 3.943 

r2SCAN0 2.316 2.316 4.040 4.040 

ωB97X-D3 2.044 2.044 4.057 4.057 

ωB97M-V 1.981 1.982 4.029 4.029 

ωM06-D3 2.017 2.017 4.085 4.085 

SCAN 2.195 2.195 3.888 3.888 

MN15-L 2.358 2.358 4.025 4.025 

M06-L 2.307 2.307 3.861 3.861 

r2SCAN 2.316 2.316 3.870 3.870 

revM11 1.885 1.885 4.049 4.049 

ωB97X-V 1.977 1.977 4.088 4.088 

TPSS 2.223 2.223 3.709 3.710 

M11 2.066 2.066 4.057 4.057 

BP86 2.233 2.233 3.684 3.684 

PBE 2.239 2.239 3.687 3.687 

BLYP 2.211 2.211 3.656 3.656 
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