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Abstract

Title:

Space Transformation for Open Set Recognition

Author:

Atefeh Mahdavi

Major Advisor:

Marco M. Carvalho, Ph.D.

Open Set Recognition (OSR) is about dealing with unknown situations that were not

learned by the models during training. In OSR, only a limited number of known classes

are available at the time of training the model and the possibility of unknown classes

never seen at training time emerges in the test environment. In such a setting, the

unknown classes and their risk should be considered in the algorithm. Such systems

require not only to identify and discriminate instances that belong to the source do-

main (i.e., the seen known classes contained in the training dataset) but also to reject

unknown classes in the target domain (classes used in the testing phase). Until re-

cently, the success of almost all machine-learning-based systems has been obtained

by conducting them on “closed-set”classification tasks. In such systems, the source

and target domains are assumed to contain the same object classes and the system is

only tested on known classes that have been seen during training. Different from the

“closed set”setting, a more realistic scenario is solving real-world problems consisting
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of an “open set”of objects. In this dissertation, we propose, develop, and demonstrate

an efficient algorithm to improve classification in Open Set Recognition tasks. The

proposed technique will explore a new representation of feature space. The efficacy

and efficiency of many applications can be improved by integrating OSR, which offers

more precise and insightful predictions of outcomes. We demonstrate the performance

of the proposed method on three established datasets. The results indicate that the

proposed model outperforms the baseline methods in accuracy and F1-score.
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Chapter 1

Introduction

With the advent of building intelligent systems and utilizing machine-learning-based

systems, a wide range of applications require robust Artificial intelligence (AI) methods.

AI evolves decision-making and alters its dynamics by leveraging intelligent automation

that can replicate human mental processes. At present, machine learning systems are

widely used in numerous commercial and industrial products, such as autonomous

vehicles, video surveillance systems, manufacturing, medical imaging, and so on. These

applications often involve the emergence of samples from classes that were not seen

during training, commonly referred to as “unknown unknowns”[161].

Handling the “unknown unknowns”can be considered as one of the approaches that

enable the system to act robustly in the face of limitations and unmodeled aspects of

the world. Traditional training methods operate under the closed-set assumption that

all classes encountered during testing are known. However, this assumption becomes

problematic when the model encounters an unknown class, leading to decreased per-

formance as it attempts to classify it among known classes (see Figure 1.1).

Ignoring unknown objects causes improper development of the systems and limits

their usability. This limitation restricts the application of machine learning systems to
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Figure 1.1: A closed-set classifier creates a boundary to differentiate between known
classes like dogs, birds, and elephants. However, when faced with unknown samples like
cats, airplanes, and manatees during testing, the closed-set classifier categorizes them
as known samples with strong confidence. This is because the classifier is not trained
to handle unknown samples. Consequently, using a multi-class decision boundary to
identify unknown samples is not an effective approach.
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known objects and hinders their functionality in real-world scenarios. Just like humans

have the capacity to adapt, learn, and make decisions when faced with unfamiliar situa-

tions that go beyond their existing knowledge, the dynamic process of decision-making

transformation enabled by intelligent automation also necessitates the ability to han-

dle unknown elements. However, constructing a comprehensive and effective model

in a dynamic environment poses challenges, as it is impractical to collect, label, and

train the model on every possible instance of an unknown object. OSR task involves

two objectives: classifying known classes and rejecting unknown classes ([110]). By

integrating these goals, OSR enables the development of a more robust system com-

pared to traditional classifiers. This system establishes a more realistic environment

and brings benefits to a range of applications such as self-driving cars ([29]), robotics

([176]), e-commerce product classification ([198]), video surveillance ([81]), classifica-

tion and malware detection ([100]), facial recognition and identifying disruptive images

on social media ([124], [84], [91]).

One significant benefit of such a system is improved accuracy and reliability. OSR

reduces false negatives that can have serious consequences, like mislabeling a dangerous

situation as safe. For instance, a medical diagnostic system might miss detecting new

medical conditions in imaging data, leading to false negatives and untreated conditions.

OSR ensures that novel abnormalities are correctly identified, reducing the risk of mis-

labeling dangerous situations as safe. Similarly, in cybersecurity, a lack of OSR could

result in the failure to detect new cyber threats, leading to false negatives and critical

security breaches. OSR helps the system adapt to emerging threats, reducing the risk

of overlooking suspicious activity and strengthening overall cybersecurity defenses.

In the context of credit card fraud detection, businesses face the challenge of iden-

tifying new types of fraudulent transactions that may emerge over time. This scenario

aligns more closely with open set recognition rather than concept drift, which typi-
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cally involves changes in the statistical properties of known classes over time. In this

context, concept drift could manifest as changes in the patterns or characteristics of

known types of fraudulent transactions. However, credit card fraud detection involves

the appearance of entirely new types of fraudulent transactions, which is more indica-

tive of open set recognition rather than concept drift. Without OSR, the model may

mistakenly categorize these new transactions as non-fraudulent, resulting in losses for

the business. By implementing OSR, the model can identify and flag potentially fraud-

ulent transactions, even if they don’t match the known fraud patterns in the training

data. These transactions are then assigned to an “unknown”or “novel”class for further

investigation.

In safety-critical applications like autonomous driving or medical diagnosis systems,

OSR can aid in identifying anomalies or outliers in the data, which can offer insightful

information for making decisions. For instance, consider a model trained to identify

medical images. When encountering an unknown image that it cannot accurately

classify, this could indicate the presence of an uncommon or atypical pathology that

requires human intervention for diagnosis confirmation and further examination.

Last but not least, OSR improves transparency and explainability. It enables the

creation of models that are more transparent and easier to understand. By distinguish-

ing between known and unknown classes, OSR provides transparency by indicating

when the model encounters data that it hasn’t been trained on. This transparency

helps users understand the limitations of the model and the potential risks associated

with unseen data. These models can uncover previously unknown patterns in the data,

providing more nuanced and comprehensible predictions. For example, in aviation in-

cident reports, OSR enhances incident categorization, risk assessment, and decision

support [18]. It also has the ability to identify risks and potential safety hazards that

were previously unrecognized [70]. These capabilities provide decision-makers with a
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broader perspective, allowing them to gain a more accurate understanding of the or-

ganization, identify areas for improvement, and seize new opportunities. In the past

literature, authors have proposed terms such as “open set recognition”[12], “open cat-

egory learning”and “open-world recognition”[11] that can respond to model failure. In

this work, we will use the term open set recognition.

Although open set recognition operates within its distinct domain, there are con-

nections to domain adaptation [132, 35], transfer learning [127, 193, 181] and few/zero-

shot learning [191, 174, 54, 49]. Domain adaptation aims to address the discrepancy

between the distribution of the training data and the distribution encountered during

deployment. Transfer learning involves leveraging knowledge from a well-labeled source

domain to enhance learning in a target domain where labeled data is limited. Few-shot

learning deals with scenarios where the model is trained with only a few examples per

class. By understanding and leveraging insights from these fields, open set recogni-

tion techniques can advance towards more robust and adaptable models in real-world

applications.

There are two broad categories of OSR systems. The first one refers to the task of

discriminating known class instances from unknown class instances. This mechanism

which is not able to distinguish between the known classes acts as a detector rather

than a classifier. This technique is applied in research such as [16, 161]. In the second

category, in which the number of classes is more than two, OSR is concerned with dis-

tinguishing between the known classes. This system identifies unknowns and labels the

input as one of the known classes it best fits or as unknown [58, 83, 11, 12]. A challenge

faced by a potential solution to the OSR is estimating the correct probability of all

known classes and maintaining the performance on them, along with a simultaneous

precise prediction of unknown classes and optimizing the model for them.
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1.1 Problem Statement

LetK be the total number of distinct known classes, andD = {(x1, y1), (x2, y2), ..., (xN , yN)}

be a set of training dataset with N samples xi ∈ X = {x1, x2, ..., xN} and their cor-

responding labels yi ∈ Y = {C1, C2, ..., CK}. Open set recognition involves learning a

function f that can correctly classify an instance to one of the known classes, or an

unknown class. For an unseen instance x
′
(not in X), if y

′
= f(x

′
) is the class label

that f predicts, y
′
might be either one of the recognized K classes in the scenario of

a closed set or a new class in the event of an open set. In contrast to closed set clas-

sification, the problem of open set identification involves handling unknown examples

that may correspond to classes that were not known during training. In other words,

the learner is robust and can effectively manage unknown instances. The fundamental

obstacle to open set recognition is this distinction.

More precisely, in the closed set classification task, the learner only has access to

a fixed set of known classes Y = {C1, C2, ...CK} and constructs a classifier during

the training phase. The resulting classifier is tested on the data from only the K

classes. However, a problem emerges with the appearance of a test sample from an

unknown class which does not belong to any of the known classes. Thus, the most

likely class for an input observation is always provided and an unknown will wrongly

be recognized as a sample belonging to one of those pre-defined classes. In OSR,

however, knowledge of the entire set of possible classes cannot be considered during

training or any other time. The classifier is allowed to predict classes from the set

of Y
′
= {C1, C2, ..., CK , CK+1, ..., CK+Ω}, where classes CK+1 through CK+Ω cover all

unknown classes not observed during training but which appeared at query time. A

test sample may be predicted to belong either to one of the known classes Ci ∈ Y or

to an unknown one.
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The difference between OSR and traditional classification is visualized in Figure

1.2. The decision boundaries in Figure 1.2(a) are create by training a traditional

Nearest Class Mean (NCM) classifier on three different known classes illustrated by

diamonds, circles, and squares and the unknown inputs represented by stars. Figure

1.2(b) demonstrates the distribution of original dataset in the open space when zooming

out from the closed three-class model. Having incomplete knowledge of the entire set

of possible classes, this classifier assigns class labels from the closed training set to an

unlimited region. Therefore, at the classification time, the unknown inputs in the open

space will be misclassified. On the other hand, OSR discriminates known samples and

limits the scope of decisions by the support of the training data (see Figure 1.2(c)).

Hence, OSR necessitates specialized techniques because its objective is confined and

strict decision boundaries.

Figure 1.2: An overview of the issue of OSR. (a) A closed set classifier is incapable
of detecting unknown samples since it can only learn decision boundaries that divide
the feature space into three sections. (b) Zooming out from the closed three-class
model. (c) Open set recognition which is preferred to have strict decision limits around
the known classes. Consequently, unknown space is defined as any area outside of
boundaries.
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1.2 Approach

In this dissertation, we focus on representation learning, also known as feature learning,

for OSR. Representation learning refers to the process of acquiring data representations

that facilitate the extraction of meaningful information. It enables a machine to auto-

matically find the representations required for detection or classification after being fed

with raw data. The other options for open set recognition include methods that involve

borrowing or generating additional data. In borrowing additional data, techniques uti-

lize unknown examples to expand the training set. Unknown data is introduced during

training to better discriminate between known and unknown classes, thereby improv-

ing feature learning. However, it’s important to note that in these approaches, the

unknowns introduced are not the actual open set; rather, they are known unknowns.

Known unknowns represent entities that are expected to not be classified within the

known classes. On the other hand, techniques that do not involve additional data often

employ a confidence threshold set on the softmax probabilities. This threshold helps

differentiate between samples confidently classified as known classes and those with

lower confidence scores, which are likely unknown. Samples falling below the threshold

can then be classified as unknown. The proposed technique here falls into the category

of methods that do not require additional data.

Deep Neural Networks (DNNs) are used to minimize error, and during this mini-

mization process, a set of representative features are provided that can be driven by

various goals. A typical classification neural network consists of an input layer, hidden

layers, and a classification layer. By employing loss functions such as cross-entropy,

the hidden layer representations are trained to reduce classification loss of the output

in closed-set classification scenarios. However, it is important to note that the repre-

sentations may not inherently contain the desired feature space that proves useful for

8



OSR.

We propose a mechanism to enhance a neural network’s feature space representation

for better detection of unknown situations and handling OSR. This strategy is built on

expanding the existing loss functions with a new type of loss that we refer to as “Su-

perlative Loss”. In the proposed algorithm the between-class separation is maximized

in terms of the distance between class means of all the known classes. Then, during

neural network training, our objective is to create a desired feature space where classes

are well-separated, which is advantageous for open-set recognition. This is achieved

by distorting the original feature space learned in the closed-set classification task to

enhance open-set recognition capabilities.

As the hidden layers of DNNs can be viewed as multiple levels of input repre-

sentations, the superlative loss procedure revolves around determining how to replace

the original feature representation with one that is more advantageous for OSR. This

new representation can be learned in such a way that different classes are further

apart and well separated which leads to larger spaces among them. Consequently,

unknown examples can easily be detected. Our proposed idea builds upon the con-

cept of inter-class separation and intra-class compactness, initially introduced in the

triplet loss function proposed by [168]. The triplet loss function aims to reduce the

distance between similar items, such as images of the same person, while increasing

the distance between dissimilar items, like images of different people. Numerous stud-

ies have explored methods to maximize inter-class separation and minimize intra-class

compactness [168, 24, 131, 199, 201, 108, 72, 130]. In our proposed approach, we aim

to achieve this objective by introducing an optimal boundary that encompasses all

classes through Principal Component Analysis (PCA). PCA is utilized to define this

boundary in the feature space, facilitating optimal separation between classes. During

optimization, we minimize “Superlative Loss”function, which iteratively adjusts the
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positions of classes, moving them towards the boundary to maximize inter-class sep-

aration while minimizing intra-class compatcness. This iterative process ensures that

the feature space adequately accommodates sufficient separation between classes.

Suppose K represent the total number of distinct known classes, and let D =

(x1, y1), (x2, y2), ..., (xN , yN) denote a training dataset consisting ofN samples xi ∈ X =

x1, x2, ..., xN and their corresponding labels yi ∈ Y = 1, 2, ..., K. OSR involves learning

a function f that can accurately classify an instance into one of the known classes or an

unknown class. For an unseen instance x
′
(not present in X), if y

′
= f(x

′
) represents

the class label predicted by f , y
′
can potentially belong to one of the recognized K

classes in a closed set scenario, or it can indicate a new class in an open set scenario.

1.3 Contributions

Our contributions include the following:

• The proposed method is effective for OSR problems in DNNs and is flexible to

be used with different types of loss functions on any neural architecture.

• We introduce superlative loss for developing an ideal feature space representation

that makes OSR easier without borrowing additional data or generating them.

Thus, this robust model does not require complex network architectures which

can be costly and time-consuming.

• We demonstrate that superlative loss delivers statistically significant improve-

ments in terms of overall F1 score and accuracy when applied to two different

types of loss functions on three datasets.
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1.4 Dissertation Structure

This dissertation is structured as follows. Chapter 2 introduces an extensive survey

on open set recognition, as outlined in the paper ’A Survey on Open Set Recognition’

[110]. This paper was published in the proceedings of the 2021 Artificial Intelligence

and Knowledge Engineering (AIKE) conference. In this chapter, we explore various

open set recognition approaches and provide a comparative analysis of their respec-

tive advantages and disadvantages. Chapter 3 and Chapter 4 present the proposed

methodology and the experimental evaluations and comparisons. These findings are

derived from the paper ’Informed Decision-Making through Advancements in Open

Set Recognition and Unknown Sample Detection’ [111], which was published in the

proceedings of the 57th Hawaii International Conference on System Sciences in 2023.

Finally, Chapter 5 concludes the dissertation.
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Chapter 2

Literature Review

In this chapter we summarize the various research efforts for Open Set Recognition.

We briefly differentiate OSR from multi-class classification problem and discuss their

limitations in section 2.1.1. In section 2.1.2 applications of OSR are highlighted. Fol-

lowing that, we propose the existing works about OSR and distinguish their respective

advantages and disadvantages in section 2.2.

2.1 Background

2.1.1 OSR vs. Multi-class Classification

OSR is referred to as a classification-based task. Most of the approaches to OSR

were formed based on regular classifiers due to their closeness to the classification

task; however, the adaptation of a classifier which is valid for OSR is not always

possible. Classification and anomaly detection are the closest relatives to OSR. The

relationship between OSR and these related areas is summarized in Table 2.1. There

are many approaches regarding classification with a reject option in the literature
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Table 2.1: Relationship between OSR and the related areas

Settings Training Data Testing Data Tasks

Traditional Classification Known Known Classifying known data
Anomaly/Outlier Detection Known Known/Unknown Identifying rare items

Open Set Recognition Known Known/Unknown Classifying known data and rejecting unknowns

[8, 75, 53, 204, 56, 59, 192, 55, 65, 209] which have been adjusted to support open

sets. In a threshold-based classification strategy, an instance is recognized as unknown

if the matching score to the most likely class is below the established threshold, i.e.,

the sample is far away from all training samples [42, 119]. For instance, Phillips et al.

[135] described an evaluation protocol for open-set face recognition algorithms which

decides whether the identity of a sample corresponds to a known class or not if the

similarity score exceeds an ad-hoc rejection threshold, and then reports the identity

of the accepted sample. Another work [188] estimated a rejection threshold based

on the ratio of the two highest decision scores obtained from a vote list ranking. This

method combines hashing functions and classification methods. Whenever a face query

is requested, it is compared to all hashing functions and the vote list is generated based

on their response values. A transduction-based study which considered open-set face

recognition from an evaluation point of view is introduced in [99]. The proposed open

set algorithm uses distances of a test image to its k-nearest neighbors in both inter and

intraclass and extracts the credibility values’ distribution. This method rejects a face

as unknown if the highest credibility value passes a proper threshold. However, defining

such a threshold for an unknown is the critical part of all the approaches adopting the

threshold-based classification scheme. For instance, in a task of image classification,

when an image is slightly different from what the network learned, adding a threshold

to the classification output may reject the image as unknown. So, thresholding depends

on the operating environment of a recognition system and how distinct the class is.
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Moreover, this technique does not work very well as all outliers of each class may be

classified as unknown and rejected. The other challenge with thresholding is detecting

adversarial images trying to bypass machine learning systems to misclassify.

The greatest part of rejection-adapted approaches rested upon variants of Sup-

port Vector Machine (SVM) [32] classifiers with the ability to reject observations

[55, 209, 65], and the one-class classifiers based on support vectors [28, 71, 166, 79, 185].

Although such techniques are related to OSR in the sense of rejecting an input, they

have different reasons to do rejection actions. Classifiers with rejection options fo-

cus on the ambiguity between classes to reject an uncertain input of one class as a

member of another one and minimize the distribution mismatch between the training

and testing domains, while OSR rejects an input because of not belonging to any of

the known classes. Chow [31] derived optimal thresholds to optimize the ambiguous

regions between classes in multiclass classification task with the assumption of known

prior probabilities of classes. Therefore, rejecting uncertain inputs in such classifiers

protects misclassification but is not enough to handle unknowns. They have infinite

positively labeled open space and infinitely open space risk and thus are not able to

solve OSR problems formally. In these techniques, unknowns often appear to be uncer-

tain and are labeled with confidence. In contrast, OSR supports rejecting the unknown

object by discovering the acceptable amount of uncertainty and searching among any

of the known classes to identify if the true class exists. In other words, the set of

possible outcomes of predictions is an important difference between OSR and a typical

multi-class classifier.

For example, in margin classifiers like SVMs, confidence is evaluated in terms of

an associated distance to the decision boundary given for each example. The goal of

SVMs is to find an optimal hyperplane to classify and separate the classes of training

samples. The hyperplane defines half-spaces and divides examples of the separate
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categories by maximizing the distance between itself and the nearest training points.

In such classifiers uncertainty is high near the decision boundary and confidence will

be increased with distance from the decision boundary; the farther an input is from the

margin, the more confident one can be that it belongs to the known classes. Thus, an

unknown far from the boundary is incorrectly labeled and will be incorrectly classified

with very strong evidence. For example, in Figure 2.1(a), a plane found by the SVM

separates bicycles and airplanes and maximizes the SVM margin making “airplane”

a half-space. An unknown (“?”) far from the training data will be misclassified and

likely be labeled “airplane” as the label propagation is not limited.

For such classifiers that use observation-to-margin distance as the only information

to identify unknowns, resting on a threshold as a confidence rate for rejection is not

enough for discovering the hidden unknown classes. Moreover, due to incomplete in-

formation about unknown classes, selection of the decision threshold depends merely

on the knowledge of known classes, and the decision score calibration is processed im-

plicitly by closed set assumptions. Therefore, OSR cannot use rejection-adapted SVM

as a good option, although it outperforms a multi-class SVM which strictly assigns a

label to the known. Additionally, there exist limitations in probabilistic models for

the open set problem where the prior probability of the classes is unknown and Bayes’

theorem is violated. Considering the likelihood of unknown classes, Bayes’ rule cannot

be exactly utilized as Bayesian posterior probability. This model, which holds closed

world assumptions, cannot be modeled for unknown classes unless the probability of

all unknown classes is assumed as known. On the other hand, an obvious approach

to add a rejection option to a multi-class classifier is to incorporate a thresholded

probability model, in which a decision threshold is added into a posterior probability

estimator, P (L | X) [95, 80]. Where L ∈ N is a particularly known class label for a

fixed set of N known classes and X is an input sample. At the time of the appearance
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of unknown classes, a given data is labeled as unknown if the maximum probability

over known classes is below the defined threshold. However, there is a chance that a

misclassification still exists due to unlimited open space risk.

On the other hand, some people argue that identifying novel classes [14, 1, 134],

discovering outliers [150, 195, 202] and detecting anomalies [25, 61, 158] sometimes

can solve the OSR problem [15, 97, 169]. Although these methods such as one-class

support vector machine (OCSVM) [166] or support vector data description (SVDD)

[185] referred to the problem of identifying unknown data and have been a good start

for OSR, the problem setting is different from that of OSR. These techniques are

restricted to merely solve OSR for One-class classification problems [184, 90] in the

one-class setting. One-class classification is solved by finding a decision function f

which transforms input data into a high dimensional feature space. The function f

is positive in some small region corresponding to one class of objects, and negative

elsewhere. This algorithm tries to find a separating hyperplane which maximizes the

margin between the training data (positive examples) and the origin (considered as

negative examples) (see Figure 2.1(b)). An one-class classifier then is trained to label

a test example x as an outlier if f(x) < 0, and normal if f(x) > 0.

Although the possibility of modeling each single class [186] or concentrating multiple

known classes into a single one opens up a new way for multi-class novelty recognition

[16, 183], these techniques alone are not sufficient for creating a balance between the

risks of the unknown and multiclass recognition for OSR, leading to poor performance.

Compared to some anomaly detection techniques where an auxiliary dataset of outliers

is accessible at the training time [73], OSR problems do not have access to unknown

classes. A number of surveys have been written to analyze and discuss the concept

of outliers/anomalies from different points of view [114, 112, 113, 136, 26, 211, 3, 77].

These techniques with a very long history in machine learning can model normal data,
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Figure 2.1: (a) Two-class SVM classifier. Images with an orange box are from testing
and the rest of images are from training. Testing images can be known (“bicycle”,
“airplane”) or unknown (“train,” “?”). (b) One-class SVM classifier.

then find a distance from the class mean for each sample and place an optimal threshold

for discovering abnormalities. In the case of the existence of an appropriate threshold

on one or more one-class classifiers [99, 186, 106], a finite open space risk will be

produced and OSR can be supported. However, these techniques must have a robust

performance that requires trading off between maximizing the recognition rate and

minimizing the inclusion of novel data. Moreover, they achieve less stability and worse

performance over OSR models once classes are withheld during training.

2.1.2 Applications of Open Set Recognition

In this section, we will make a general review of some practical applications of OSR.

Emerging real-world recognition systems require OSR to recognize unknown inputs

and learn them when needed. There is a multitude of real-world application domains

where OSR can play a role, such as cyber-physical systems, intrusion recognition,

face identification, video tracking and surveillance, image and text classification, spam

filtering, forensics linguistics, movie genre classification, and document tagging [9, 94,

164, 153, 133, 122, 33, 151, 120, 173, 167, 139, 7, 96, 27, 196, 197]. OSR is a challenging
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task in a large number of safety environments where even a small fraction of errors on

unknowns could place human lives at risk, such as a self-driving car defect or robotic

surgical assistants with flaws in perception and execution [206, 179, 145]. Moreover,

real-world robots can expand their knowledge if they will be able to detect unknown

objects, discover the need to learn about them and learn them continuously

An automatic face recognition system that is usually encountered with unknown

individuals [30, 137, 69, 6, 86, 118, 68, 82] is another domain to be deployed in open-

universe scenarios. There is a wide range of real applications of face recognition, for

instance, reducing retail crime, controlling mobile phone access, helping police officers,

identifying people on social media platforms, and so on. This system consists of a

feature extractor and a match component to do the face recognition. After feeding a

face image into the system and extracting the biometric information, a match com-

ponent compares the extracted features with the stored gallery faces. Face matching

includes two different tasks: face verification and face identification. The face verifi-

cation problem is to compare a pair of face pictures to decide whether the two face

images represent the same individual or not. In the face identification, the comparison

is against a gallery which contains a set of face images to recognize the correspond-

ing identity of a given face picture. Although the face identification problem finds

the nearest identity to the querying face, it can be treated as an open-set problem,

and thus we need to decide whether the query subject is registered in the gallery or

not. Initially, OSR is introduced by Li and Wechsler. [99] for face recognition task.

There are a few works [13, 175, 43, 103, 177] which are mainly based on incorporating

an operating threshold on similarity scores to address this problem. Other research

[194, 124, 10] points to the problem of face recognition with real-world databases in

social media posts to determine and associate the most probable identity for the query

face sample automatically.
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Another domain where OSR can be a solution is malware classification for cyber-

security. Malware, shorthand for malicious software, meets the harmful intent of cyber-

attackers which is designed to pose severe and evolving security threats to individuals,

government organizations, and private institutions. In the Internet age, with a higher

frequency of communications among computer applications and their respective re-

finements, the number of new malware samples has explosively increased. Hence, it

is required to keep up with the sophistication of newly received attacks and develop

intelligent methods for effective and efficient malware detection. This domain is faced

with the challenge of incomplete knowledge of the training data because of emerging

novel types of malware. The ever-changing nature of malware, as the intruders are con-

tinuously altering network attacks to bypass the existing detection solutions, calls for

the development of autonomous countermeasures and the recognition of novel malware

classes [74, 34]. Rudd et al. surveyed many existing intrusion detection algorithms and

proposed an open-world mathematical framework to extend and obviate the closed

world assumption behind them [157]. This flawed assumption impedes mappings be-

tween a machine learning solution and realistic malware recognition problems in which

knowing all types of possible attacks cannot be known a priori.

Activity recognition has practical applications to facilitate human-vehicle commu-

nication and the transition to the level of driving automated systems. This task has

the potential to recognize driver distraction for safety and improve dynamic driving

adaptation like turning on the light if the person is reading a book or adjusting the seat

while drinking coffee. However, it is difficult to apply computer vision models inside

the vehicle cabin because of the dynamic nature of the surrounding environment. We

cannot capture all possible driver behaviors in the training data, then the model, de-

veloped for closed set recognition, will be quickly exposed to uncertain situations and

put the driver in disturbing and potentially dangerous situations. In [152], the task of
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open set driver activity recognition is introduced to address this issue.

2.2 A Categorization of OSR Techniques

2.2.1 Overview

Scheirer et al. [161] introduced the first formalization of OSR by balancing open space

risk RO associated with labeling data that is far from known training samples against

minimizing empirical risk Rϵ over training data. By assuming f to be a measurable

recognition function, open space risk RO(f) for known class k is described as the

following:

RO(f) =

∫
O
fk(x)dx∫

Sk
fk(x)dx

(2.1)

This formalization provides the proportional value of positively labeled open space

O against to the total measure of Sk consisting all of the known positive training

samples x ∈ k as well as the positively labeled open space. This paper argued that

the essential element of OSR is finding the recognition function f , where f(x) > 0

indicates the positive recognition of the class k of interest. This function is defined

as a minimization of the open space risk to capture the risk of labeling the unknown

samples as known, beyond the sensible recognition of the training data, as follows.

argminf∈H {RO(f) + λrRϵ(f)} (2.2)

where λr is the regularization tradeoff between open space risk and empirical risk. This

study proposed a “1-vs-set Machine” which consists of two parallel hyperplanes. The

proposed formulation with a linear kernel balances empirical and open space risk by

exploiting a second hyperplane from the marginal distances of a 1-class or binary SVM.
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The main hyperplane is a base SVM which defines half-spaces and aims at maximizing

the margin. The second hyperplane is added in such a way as to minimize the positive

labeled region bounded between two planes and handle open space risk. This method

defines a definition that generally describes region of known classes for each individual

binary SVM, however, it lacks the procedure of distance measurements. It even does

not clarify the space for measurements of such distances. Therefore, it cannot bound

the space that each known class belongs to that leads to the existence of open space

risk. Inspired by this technique, Cevikalp [23] found the best fitting hyperplanes by

placing them close to the samples of one class and far from the other class samples.

There have been many more attempts over the past years to address open space risk

for training OSR models. Followup works by Scheirer et al. [162, 83] were inspired

by the fact that leveraging Extreme Value Theory (EVT) [22] on the SVM decision

scores provides better performance than exactly applying the raw score values. Both

approaches have proposed EVT-based SVM calibration techniques to enable the SVM-

based classification to deal with an open-set setting. Other OSR algorithms such as

[12, 201, 156, 160] also include EVT to analyze the association of a data point with

an unknown class. Extreme value modeling has been increasingly used to analyze

post-processing scores and enhance the performance of OSR. This theory is meant to

study a level of confidence by determining the fraction of objects deviating from the

expected value. EVT is effectively used in many research areas such as environmental

risk management, finance, insurance, anomaly detection, or network monitoring.

The following is the definition of EVT:

Let {X1, X2, X3, ..., Xn} be a sequence of independent random variables with un-

known distribution function F (x), and Xm = max
i

Xi, i ∈ [1, n]. Assume there exists a

pair of sequences (an, bn) with an > 0 and bn ∈ R such that limn→∞ P
(

Xm−bn
an

)
= G (x).

Then if G is a non-degenerate distribution function, it belongs to one of Fréchet,
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Weibull, or Gumbel distribution families. These three distributions can be combined

into a single general form which is called Generalized Extreme Value (GEV) distribu-

tion and is defined in Equation 2.3:

E (x;µ, σ, ξ) = exp

{
−
[
1 + ξ

(
x− µ

σ

)]−1
ξ

}
(2.3)

Where µ, σ and ξ are the location, scaling, and shape parameters, respectively. These

three models provide the data distribution for a reasonable evaluation of the probability

of occurrence of rare events. As extreme values appear in the tails of the distributions,

EVT examines the distribution tails and aims to predict the probability that a given

sample is an extreme value applying Equation 2.3. For OSR, EVT models the prob-

ability distributions of the match and non-match recognition scores and the rejection

threshold is usually estimated from the overlap region of extreme values found in the

tails of probability distributions.

Unlike SVM, which divides all the space with hyperplanes to define sections and

allocate them to one of the current classes, Scheirer et al. [162] applied EVT and

Weibull distributions to build such hyperplanes without dividing the whole space. This

work introduced the idea of a compact abating probability (CAP) model based on a

one-class classifier which, when thresholded, can further limit the open space risk.

The labeled region is limited and the open space risk is minimized if the value of the

probability of class membership is decreasing in all directions as samples pull out of

the training data and move towards the open space. Distribution of decision scores

for unknown recognition is considered by extending “1-vs-Set Machine” to W-SVM

(a Weibull-calibrated non-linear classifier). This algorithm yields better modeling for

a binary SVM at the decision boundaries by applying EVT for score calibration and

combining One-Class SVMs using a Radial Basis Function (RBF) kernel with the scores
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from multi-class SVM. The first application of the W-SVM algorithm is to the difficult

problem of fingerprint spoof detection where inter-class distances between a live finger

and an effective spoof one are small in the feature space [146]. Another work [34] based

on W-SVM is proposed for open set intrusion detection on the KDDCUP’99 dataset.

Based on this intuition, Jain et al. [83] introduced a variant of W-SVM that is

called Support Vector Machines with Probability of Inclusion (PISVM). This algorithm

formulates the multi-class OSR problem as one of the modeling positive training data

at the decision boundary. An SVM with RBF kernel is utilized as a binary classifier for

each class and trained by the One-vs-All approach, where the samples of the remaining

classes are assumed as negative. It models the unnormalized posterior probability

of inclusion for multiple classes as a basis to reject unknown samples. Then, it fits

probability distributions consistent with the statistical EVT, leveraged on the decision

scores from the positive training samples. For a given sample, a class is chosen whose

decision value makes the maximum probability of induction. The sample is recognized

as unknown if that maximum is under a predefined threshold. Although the proposed

algorithm is more accurate than W-SVM, it did not always confine open space risk,

the issue that occurred with a regular SVM.

In spite of being a recent research focus, EVT for OSR does not merely guarantee

a bounded open space, as PISVM [83] does not always bound open space and W-SVM

[162] relies on one-class models to bound open space rather than counting on EVT

models. Compared to EVT-based models, a simpler algorithm called Specialized SVM

was proposed by Júnioret et al. [88] recently. This algorithm bounds the represented

space for known categories and provides a finite risk of the unknown if using an RBF

kernel and limiting the bias term to be negative. Additionally, the proposed EVT-

based calibration of 1-vs-rest RBF SVMs modeling in both W-SVM and PI-SVM has

two deficiencies. The first deficiency is that it is not ideal for OSR which requires
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incremental updates. Supporting incremental learning is a principal goal in designing

an algorithm for OSR, especially one that is constantly used over a long period of time.

This approach cannot add novel detected objects and tune the model to enhance the fit

as a new item arrives. So it is not able to learn the model incrementally. The second

deficiency is that it does not address the fundamental issue of choosing thresholds,

which requires prior knowledge in such threshold-based classification models. However,

the authors of the last two papers recommended choosing the thresholds according to

the problem openness, which is not reasonable since the openness is not usually known

in the corresponding problem.

To tackle these deficiencies Scherreik et al. [165] formulated the probabilistic open

space SVM (POS-SVM) which rests on a one-vs-all binary SVM. An individual reject

threshold for each of the known classes is computed and optimized by a validation

set. Platt’s method [138], the most widely used probability estimator, is also used to

convert SVM scores to a calibrated probability estimation. Another possible approach

more appropriate for the open-world with incremental learning capabilities proposed

a Nearest Non-Outlier (NNO) algorithm [11]. NNO adapts the Nearest Class Mean

Classifier (NCM) [117], the basis of most open-set classifiers, for OSR by using non-

negative combinations of abating distance. This work is built on the concept of a

CAP model; however, it generalizes the model to gain zero open space risk by applying

a threshold on any non-negative combination of abating functions. NCM represents

the classes by the mean feature vector of their components, and a test sample is set

to a class with the closest mean using Euclidean distance between the class mean

and the test feature vectors. The NNO algorithm was inaccurate because of using

thresholded distances from the nearest class mean. Additionally, it does not tune the

rejection threshold automatically as new classes arrive and the problem evolves. So this

algorithm does not properly model the dynamic nature of open-world recognition. To
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mitigate this problem, Rosa et al. [38] used the Hoeffding bound [78] to incrementally

update the threshold for an unknown class, instead of estimating it from an initial set

of known classes and keeping it fixed as previously used in [11].

Statistical approaches such as threshold-based decision technique are being widely

employed in text document open-set classifications [48, 41]. Probably, cbsSVM [48]

is the first open multiclass text classifier. This model is based on the CBS (Center-

Based Similarity) space learning method [47], whereby a center for each class in the

original problem is computed first. Then the data is transformed into a vector of their

similarities to the class centroids to limit positive labeled area from an infinite space

to a finite space. A decision threshold is then applied on posterior probabilities which

are estimated from the SVM scores for each classifier using Platt’s algorithm [138] to

identify unknown classes.

Doan et al. [41] represented Nearest Centroid Class (NCC) which is incremental

learning and built upon the NCM algorithm. Instead of using the class mean for each

class member, this model is based on a series of closest neighbors of the centroid class.

In spite of its similarity with NNO in terms of using multiple centroids, the proposed

model addresses the issue of the new classes being added incrementally related to NNO

and updates information for a class ball. During training, this algorithm attempts to

create the boundary region for each known class. Each class is a set of balls centered at

class centroids where each ball represents a number of its data points. An observation

is treated as an unknown when not any of the nearest class boundaries support it.

Additional works like Assign-and-Transform-Iteratively (ATI) [128], LACU (Learn-

ing with Augmented Class with Unlabeled data) framework [37] and Separate to Adapt

(STA) [105] require the help of unknown source samples. Additionally, these methods

maintain the assumption of containing unknown classes in the source domain. Busto

et al. [128] utilized unknown source samples whose class does not overlap with that
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of the unknown target. This algorithm maps the source domain’s feature space to

the target domain. It learns this association by minimizing the distance from target

samples to each of the source classes’ center. Based on a binary linear program, the

assignment problem is defined that also implicitly handles outliers by discarding pre-

dicted unknown target samples not connected to any of the source domain’s samples.

This process iterates over the converted source samples to repeat the process of solv-

ing the assignment problem, approximating the mapping from one domain to another

one, and updating the transformation until it converges. After convergence, linear

SVMs are trained in a one-vs-one setting over the converted data to label the target

domain. In this work, the execution of a typical SVM is compared with an alternative

model introduced in [162]. The other work [37] presented the LACU-SVM approach

to address OSR by exploiting an unlabeled dataset besides the training set and tuning

the decision boundary. Based on the large margin principle from the SVM algorithm,

classes should be divided by large margin separators. Thus, the unlabeled data can

identify large margin separators that have similar performance to the seen classes when

adopting the one-vs-rest approach. LACU then selects one of these separators that is

closest to the labeled region. Distinguishing augmented (unknown) classes involves the

utilization of the LACU-SVM in which seen classes are surrounded by large margin

separators. Then, it picks a classification boundary among all low-density separators

that minimizes the misclassification risks among the seen classes as well as between

the augmented and the seen classes simultaneously.

Unlike several methods proposed in the literature to address OSR, Liu et al. [105]

recently took into account the openness [161] of the target domain, which is measured

by the proportion of unknown classes to be identified in the target domain. In this work,

a multi-binary classifier is trained in a one-vs-rest setting to measure the similarity

between the entire target domain and each source class. All the target samples are
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ranked by such similarity. Then, a binary classifier is trained using samples with the

highest/lowest similarity to separate all target samples and generate the weights for

rejection. These two steps are repeated and samples of unknown classes are rejected

progressively in the adversarial domain where one more class is added to the source

classifier for the unknown class.

Web genre identification (WGI) is considered as a multi-class text classification

task with the ability to automatically recognize the genre of web documents. There-

fore, search results can be categorized based on the genres that not only facilitate

retrieving information but also provides rich descriptions of documents and enables

more specialized queries. Instead of the content, WGI puts the emphasis on the rela-

tion of form and style with their associated web pages [115, 154]. In an experimental

study on the open-set classification models for WGI setup, Pritsos et al. [143] exam-

ined one-class SVMs and Random Feature Subspacing Ensembles (RFSE) [144] models.

With respect to this fact that most of the complementary information to differentiate

known from unknown samples is placed in the tail of a distribution, modeling the tail

of match and non-match error distributions can help to find the optimal threshold for

a given recognition model. Inspired by this intuition, Zhang et al. [207] extended the

Sparse Representation-based Classification (SRC) algorithm to OSR. This algorithm

models the tails of these two residual errors using EVT. The identity of an unknown

test sample and open-set identification is determined by getting the confidence score

for that sample and hypothesis testing.

Extreme Value Machine (EVM) [156] as a probabilistic framework for open set clas-

sification also considers Weibull distributional information when learning recognition

functions. EVM is the first classifier to perform a nonlinear RBF approach motivated

by EVT and provides a more powerful representation model for OpenMax which will

be discussed in section 2.2.2. Using CAP models, EVM is able to bound open space.
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[74, 68] are applications of EVM in intrusion detection and open face recognition re-

spectively. However, this approach has drawbacks with regard to the choice of the

threshold which controls the open set classification error and more important, strongly

relies on the relative arrangement of the known classes. EVM assumes that the be-

havior of the unknowns can be inferred by the geometry of the known classes, and

thus the recognition task may fail when the known and unknown geometries of classes

are different. To overcome these limitations, two robust algorithms [190] derived from

EVT that do not rely on the geometry of the observed data. These classifiers, called

generalized Pareto distribution (GPD) and generalized extreme value (GEV), utilize

the intuition that new points to be classified as known or unknown are more likely to

be unknown if they are far away from the training data. Moreover, these algorithms

are efficient to update upon arising new training data.

There are also a few studies [142, 88, 86] utilizing Nearest Neighbor models on

this topic. Júnior et al. [87] proposed the Nearest Neighbor Distance Ratio (NNDR)

classifier, which in turn, is a multiclass open-set extension for the Nearest Neighbor

(NN) algorithm and is referred to as Open Set NN (OSNN). During the prediction

phase, the OSNN first finds the nearest and second nearest neighbors y and z regarding

a test sample t in order that ω(y) ̸= ω(z), where ω(s) ∈ L = {l1, l2, ..., ln} represents

the class of sample s and L is a set of training labels. Then, this classifier calculates the

similarity scores’ ratio and applies a threshold to recognize sample t as unknown having

low similarity. This ratio is defined by r = d(t, y)/d(t, z), where Euclidean distance of

two samples s and s
′
is shown by d(s, s

′
). Recently, Pritsos et al. [142] viewed WGI

as an open-set task and applied the NNDR algorithm to its setup to better deal with

incomplete genre palettes.
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2.2.2 Deep neural network-based algorithms

Following the extensions of traditional classification algorithms for OSR, there is a

considerable amount of research in developing deep neural networks for OSR in the

literature [12, 58, 19, 20, 201, 170, 171, 125, 39, 155, 189]. However, with the shift

to deep networks, which combines learning features and learning the classifier, the

performance of the system for OSR is still far from optimal [17]. Researches have

addressed this problem by thresholding on the Softmax scores. Moreover, an effective

rejection solution than thresholding softmax is using a garbage or background class

which has dominated most of the modern detection approaches like [148, 210, 107].

Such background-class-based modeling can tackle the problem of unknowns in neural

networks by adding another class as representative of unknown samples during training.

Although this approach works well for datasets like PASCAL [44] and MS-COCO [104],

it is a probable source of negative dataset bias [187] and has limitations in the real

world with infinite negative space of infinitely many unknown inputs to be rejected.

According on the components of the training set, existing OSR procedures are cat-

egorized into three groups: training with additional data that was borrowed, training

with additional data that was generated, and training without additional data. Fol-

lowings are the studies under each category.

2.2.2.1 Training with additional data

The first group of methods includes those that use additional training data. This study

[159], Open Set Back Propagation (OSBP), suggests a technique for training a feature

generator and a classifier that involves labeling unlabeled target samples as unknown

and combining them with labeled source samples. This approach trains a feature

generator to extract features that distinguish known target samples from unknown.

Training this generator moves target samples away from the boundary and leads the
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probability of an unknown target sample to deviate from the pre-defined threshold.

These features are then taken by a classifier to place a separator between source and

target data and output the probability of target samples to reject unknowns.

Another research regarding document classification was reported by Shu et al. [171].

This classifier is the combining of a joint open classification with a sub-model. Seen

and unseen classes are distinguished and rejected respectively by an open classification

model. The sub-model finds the relation between two given samples to be identified

if they belong to the same or different classes. Additionally, the number of invisible

classes of the rejected samples can be obtained by considering this sub-model as a

distance function for clustering.

Recently, Dhamija et al. [39] combined SoftMax with the Entropic Open-Set and

Objectosphere losses considering the background and unknown training samples. These

losses increase SoftMax entropy for unknown inputs while minimizing the Euclidean

length of deep representations of unknown samples. This modification increases sepa-

ration in deep feature space and improves the handling of background and unknown

classes.

The Open Deep Network (ODN) that Shu et al. [172] suggested uses the work

labelled ”unknown data”. It requires numerous manually added annotations. In par-

ticular, it added a new column to the weight matrix that corresponds to the unidentified

category and initialized it as:

WN+1 = α
1

N

N∑
n=1

Wn + β
1

M

M∑
m=1

Wm (2.4)

Where Wn is the weight column for the nth category that is known. Additionally,

ODN included another phraseWm which is the weight columns ofM greatest activation

values to emphasize the related recognized categories because they should be important
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in the initialization. To support the new category, the transfer weight W and the WN+1

are concatenated. ODN additionally introduces multi-class triplet thresholds (accept

threshold, reject threshold, and distance threshold) to detect new categories. The index

of a sample’s top confidence value must be greater than the acceptable threshold in

order for it to be accepted as a labeled class, and only then. If all of the confidence

values fall below the rejected threshold, a sample would be regarded as unknown. If the

gap between the top and second maximal confidence values is more than the distance-

threshold, samples between the accept threshold and reject threshold would also be

allowed as a labeled class.

In order to discern between anomalous and in-distribution occurrences, [73] in-

troduced the Outlier Exposition (OE). OE used data that was ”out-of-distribution”

(OOD), represented as Dout from other datasets. Target samples are being designated

as Din and are currently ”in-distribution.” The model is then taught signals to look

for and heuristics to learn to identify which dataset a query samples. The objective

function of OE has the following representation given a model f and the initial learning

objective L:

E(x,y)∼Din
[L(f(x), y) + λEx′∼Dout

in
[LOE(f(x́), f(x), y)]] (2.5)

DOE
out is a dataset of outlier exposure. The equation shows that for both ”in-

distribution” and ”out-of-distribution” data, the model strives to minimize the ob-

jective L. The paper also utilized the cross-entropy maximum softmax probability

baseline detector for LOE. Additionally, LOE was set to a margin ranking loss on the

log probabilities f(x́) and f when labels are not provided. However, the OOD dataset

that is selected affects how well this strategy works.
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2.2.2.2 Training with additional data that was generated

This sub-category of open-set recognition approaches includes the research projects

that produce additional training data. Recently, there exist abundant research on

OSR based on the scheme of Generative Adversarial Networks (GANs) [62]. A GAN

which recently stands out among various deep neural networks consists of a genera-

tor and a discriminator. Generally, the generator produces synthetic samples and the

discriminator learns to decide if a sample is obtained from the generator or the real

dataset. G-OpenMax [58] extends OpenMax in adversarial settings and applies GANs

to generate unknown instances. These synthetic instances are utilized as an extra train-

ing label apart from known labels to adjust the classifier and estimate the probability

of unknown classes. The proposed data augmentation technique which is applied to

two datasets of hand-written digits and characters has shown itself to be an enhance-

ment of the unknown class identification. However, using it over natural images does

not show any performance improvement due to the difficulty of generating plausible

images with respect to the training classes as candidates to represent unknown classes.

Along with a similar motivation, another GAN-based approach which is more effec-

tive than G-OpenMax for OSR was proposed by Neal et al. [121]. This strategy, which

is called counterfactual image generation, searches for synthetic images by adopting an

encoder-decoder GAN technique. These images, referred to as counterfactual-images,

are a member of unknown classes but they look like known classes. Using the GAN

framework, another work [85] aims at generating synthesis data which were served as

fake unknown classes for the classifier to make it robust against real unknown classes.

Yu et al. [203] proposed the adversarial sample generation (ASG) framework that

produces unseen class data. Besides neural networks, ASG can be applied to several

learning modes. Inspired by GANs, Yang et al. [200] proposed a novel model called

Open-GAN. In this model, fake target samples are constructed from the generator auto-
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matically. Afterwards, the discriminator is modified to adapt multiple classes together

with an unknown class.

This work [98] added two additional terms to the original cross-entropy loss. The

first one (confident loss) forces out-of-distribution samples to achieve less confident pre-

dictions by the classifier. And the second one (adversarial generator) is for generating

the most effective out-of-distribution samples for the first one. Unlike the original gen-

erative adversarial network(GAN), which generates samples similar to in-distribution

samples, the proposed generator generates “boundary” samples in the low-density area

of in-distribution acting as out-of-distribution samples. Finally, they jointly train the

confident classifier and adversarial generator to make both models improve each other.

There is also recent interest in exploiting deep neural networks for applying OSR

to text classification ([140, 141, 66, 170, 171, 36, 189]). Inspired by OpenMax, Prakhya

et al. [140] developed an incremental convolutional neural network (CNN)-based text

classifier. In contrast to OpenMax, which applies a single mean activation vector, this

approach finds the k medoids of every trained class. Compared to image classification,

they believe this method represents a class more accurately due to a much smaller

number of classes. Then, the distances between the class activation vectors and the

corresponding k class medoids are calculated. Applying the average of the k distances,

a Weibull model is made for every training class that returns a probability of inclusion

of the respective class. Open-set probability is then defined by subtracting the sum

of all inclusion probabilities (total closed-set probability) from 1. A sample is either

labeled as unknown, if the total open-set probability exceeds the maximum closed-set

value, or assigned the class with the highest closed-set probability. Another work [189]

combined CNN classification and three outlier detection methods to analyze the output

vector of CNN and identify an unknown class.

A DOC (deep open classifier) proposed by Shu et al. [170] is a variant of the CNN
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[92] architecture for text classification. This method was compared with OpenMax and

represents better performance. One issue related to OpenMax is classifying samples

which are difficult to handle as these samples are mostly classified as members of

unknown classes. The proposed classifier addresses this issue where the SoftMax layer

is replaced by a one-vs-rest final layer of sigmoid activations. The network is trained

using a novel loss function to perform joint classification and unknown detection and

reduce the open space risk. They show that the risk of open space is reduced further for

rejection and the algorithm is improved further by tightening the sigmoid functions’

decision boundaries with Gaussian fitting. One possible drawback of this approach

would be the lack of compact abating property of the sigmoids which may cause the

problem of unbounded open space risk when they are activated by an infinitely distant

input from all of the training data.

2.2.2.3 Training without additional data

The OpenMax [12] proposed by Bendale et al. in 2016 was the first deep open-set

classifier without using background samples. Since then, few deep open-set classifiers

have been reported. OpenMax does not directly focus on the recognition of adversarial

inputs, although it supports the rejection of fooling and unknown images. Rozsa et

al. [155] compared DNNs using the traditional Softmax layer with Openmax on their

robustness to adversarial examples. Although Openmax is more robust than Softmax

to adversarial examples and outperforms networks with thresholding SoftMax, it does

not provide robustness to sophisticated adversarial construction techniques. This work

adapts the concept of Meta-Recognition [163] on activation vectors to formally solve

OSR for image classification. Initially, a Neural Network undergoes training with a

conventional Softmax layer to minimize cross-entropy loss. Subsequently, the activa-

tion vector for each training instance is determined, from which the per-class mean
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activation vector (MAV) is derived. Following this, the distance of each training in-

stance from its respective MAV is computed, and individual Weibull distributions are

fitted to a certain number of the largest distances for each class. Finally, the values of

the activation vector are adjusted based on the probabilities derived from the Weibull

distribution, and these adjusted values are aggregated to denote the activation value

for the unknown class. The class probabilities, now encompassing the unknown class,

are then computed using Softmax on the newly adjusted activation vector.

Another methodology for OSR is using a weightless neural network, denominated

WiSARD [4]. Compared to various classifiers, WiSARD does not rely on prior knowl-

edge regarding data distribution, which is usually unavailable in OSR tasks. The

proposed model assigns fitness scores to each class and evaluates how well a given ob-

servation matches the previously stored knowledge. This classifier applies such a fitting

level for rejection according to the similarity rating and proximity between correspond-

ing features. Computing score thresholds, this paper [19] developed a rejection-capable

WiSARD to identify whether observations pertaining to the class with the highest score

or the best score is below the defined threshold, and then it is considered as an outlier.

Following that, after proposing some exploratory results, a fully developed methodol-

ogy is detailed in [20]. This paper investigates how to adapt the WiSARD classifier

for OSR by carrying out detailed distance-like calculations and defining the rejection

thresholds at the training.

Until recently, almost all existing deep open-set techniques included standard neu-

ral networks which are trained in a closed set environment and different activations

which are analyzed to infer unknowns. However, relying on discriminative features

of known classes in such systems causes specialization of learned representations to

known classes and is not useful to represent unknowns. In contrast, some approaches

enhance the learned representation to keep useful information to jointly perform known
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classification and unknown detection. Classification-Reconstruction learning for Open-

Set Recognition (CROSR) is the novel framework proposed by Yoshihashi et al. [201]

most recently. This is the first neural network architecture which involved hierarchical

reconstruction blocks and trained networks for joint classification and reconstruction

of input samples. The proposed system consists of a closed-set classifier which exploits

learned prediction y for known class classification, and an unknown detector which

uses a reconstructive latent representation z together with y for unknown detection,

where y and z are provided by training a deep net. In this technique, utilizing re-

construction of input samples from low-dimensional latent representations [76], allows

unknown detectors to exploit a wider pool of features that may not be discriminative

for known classes. This study which considers deep representation learning is similar

to [207] in terms of sharing the idea of reconstruction-based representation learning;

however, [207] uses a single layer linear representation.

Recently, Oza et al. [126] combined a shared feature extractor that provides a latent

space representation of an input image, along with a decoder and a classifier. While

the decoder and classifier both take the latent representation as the input, the output

of the decoder is the reconstructed image and that of classifier is the label of image.

After training all networks and accomplishing both classification and reconstruction

tasks, the reconstruction error tail from the known classes is modeled utilizing EVT to

enhance the performance. Reconstruction errors from the decoder network are utilized

to reject samples from the unknown classes. Another work [125] proposed an algorithm

using class conditional auto-encoders. In this method, the training procedure is divided

into two parts to improve the learning of open-set identification scores. The first part,

closed-set classification, is learned by an encoder using the traditional classification loss

and the closed-set training setting, while a decoder reconstructs conditioned on class

identity to train an open-set identification model and accomplish the second part of
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the training. Furthermore, EVT is used to model reconstruction errors and obtain the

operating threshold.

In a recent paper [101], the known and unknown classes are first distinguished based

on entropy measurement and training the model on a modified cross entropy loss by

dedicating a low and high cross-entropy for known and unknown classes, respectively.

Then it uses the weighted square difference loss to assign unlabeled target samples to

known classes based on the likeliness. Another work [46] used CNN to extract effective

features, along with a rejection approach depending on the uncertainty metric Breaking

Ties [109] to build a recognition method. During the rejection scenario, for a given test

sample, the class confidence scores are computed. After that, the difference between the

first and second best scores are used as an indicator to recognize an unknown sample.

If this value goes over a pre-determined threshold, the observation is recognized as a

known sample.
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Chapter 3

Proposed Methodology

In this chapter, we introduce the proposed methodology, which is based on the concept

of replacing the original feature space representation with one that is more useful

for open set recognition. This transformed space can be learned by the proposed

formulation of a novel loss function. This represents a significant contribution of our

research, presented herein. Before we delve into the details of the methodology, we

will first introduce the concept of activation vectors and illustrate their analysis and

visualization with examples. Activation vectors provide a space in which we define our

target criteria and effectively demonstrate their capability in distinguishing between

instances of known and unknown classes. Additionally, we will explore the OpenMax

algorithm, a pioneering approach in Open Set Recognition, which has inspired our

proposed methodology.

3.1 Interpretation of Activation Vectors

An artificial neural network is composed of the neurons or processing-computing units

which are interconnected to each other and organized in three types of layers called
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input, hidden, and output layers. The input layer receives data and communicates to

the hidden layer(s) where the actual processing is done using the weighted paths. Then,

the hidden layer(s) connect to the last layer in the network to give the output. A three-

layer neural network including an input layer L1, a hidden layer L2, and an output layer

L3 is shown in Figure 3.1. Neurons represented by the circles communicate with each

other by sending signals over several weighted connections. Every neuron represents

a specific output function called the activation function f . The circles labeled X1,

X2 and X3 represent the inputs fed in the forward direction through the network and

the bias unit is represented by label b. Weights W are basically the effect of previous

layers’ neurons on the ones of the current layer.

Figure 3.1: Three-layer neural network.

In forward propagation process which is the transformation of data from the input

layer to the output layer, first a weighted sum of inputs (the linear transformation of

weights w.r.t to inputs) are calculated and passed to the activation function. Then,

the state of activation that is the output of the neuron goes to the next layer. The
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activation values of neurons in one layer act as the input for the activation function of

the next layer, where the weight connections define the amount of this contribution.

If the activation value of the ith unit in lth layer is defined as ali, for the given inputs

and weights shown in Figure 3.1, the function output can be calculated as follows:

a
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(1)
11 X1 +W
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This is how the activation values of different layers are updated in the forward

propagation process. The activation function f is a mathematical function which is

used to nonlinearize the neural network. Sigmoid, hyperbolic tangent(tanh), ReLU

and Softmax are four commonly used activation functions.

After forward propagation process, it’s time to calculate the loss (prediction error)

which is the difference between the actual output and predicted one. The method to

calculate the loss is called loss function. Backward propagation is a mechanism to

calculate the gradient of the loss function with respect to the neural network’s weights

and update the value of weights to minimize prediction error. Generally, the network

is trained in the backward propagation and the objective of training is about finding

weights that minimize prediction error for each of the training examples. This process

leads to a set of properly adjusted weights that enables the neural network to be used

effectively for the purpose it is initially designed for.

In most deep networks, the final fully-connected layer’s output is processed by the

SoftMax function to generate a probability distribution acrossK predefined class labels.

In a conventional multi-class classifier, all inputs are classified into one of the known
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classes observed during training (see Figure 3.2). The SoftMax layer plays a vital role

in this closed set assumption. It acts as a gradient-log-normalizer for the categorical

probability distribution, making it a common choice for the final fully connected layer

in neural networks. Deep networks produce scores in the second-to-last layer, known as

the activation vector, through convolutional operations. Denoting the activation levels

of sample X for each class as AV (X) = a1(x), a2(x), ..., ak(x). After training, an input

X yields an activation vector AV (X), and the SoftMax layer calculates:

P (y = j|X) =
eaj(X)∑K
i=1 e

ai(X)
(3.1)

where the denominator sums over all classes to ensure the probabilities over all

classes sum to 1. In the multi-class classification, the cross-entropy loss function quan-

tifies the difference between the SoftMax output and the desired result, aiming to mini-

mize classification errors during training. Finally, during the testing time, the SoftMax

function provides the probability that input X belongs to class y, y = 1, ..., K. How-

ever, the closed set nature of deep networks can lead to misclassification when assigning

unknown samples to the class with the highest SoftMax score.

In this study, our focus is on the network values obtained from the penultimate

layer, which corresponds to the fully connected layer preceding the SoftMax function.

These values are responsible for extracting higher-level representations from the input

data. We refer to these values as the activation vector (
−→
AV ). For open set images, the

activation vector typically exhibits a small magnitude. This small magnitude can be

attributed to the absence of the unknown class during the training phase, which hinders

the network’s ability to learn its distinctive features. By leveraging the characteristics

of this layer, we incorporate the information derived from the
−→
AV into our approach.
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Figure 3.2: Schematic structure of DNNs. Example of an image classification task
taking an image and outputting the confidence scores for a predefined set of classes.

Figure 3.3 presents activation vectors representing the response patterns of a trained

deep neural network for 9 known classes for the CIFAR-10 dataset, alongside an open

set class Truck. These AVs are extracted from the penultimate fully connected layer

of the trained model and are depicted as color pixels, each offering a unique insight

into the model’s recognition capabilities. Figure 3.4 represents the visualization of

the 9 hidden nodes in the last hidden layer, denoted as h1, h2, . . . , h9, for each of the

9 known classes in the CIFAR-10 dataset. Figure 3.3 showcases individual AVs for

various images, with distinct AVs being delineated by black lines. Each input image

is transformed into an AV, portrayed as color pixels. The horizontal axis represents

the deep network’s activation energy, while the vertical axis signifies the response to

specific classes. Ranges for categories such as Airplane, Automobile, Bird, and others

are marked on the left side of the image. A close examination of the AVs reveals

patterns of activation where related classes often exhibit correlated responses. For

instance, Deer and Dog share several visual features, resulting in correlated responses,

while less correlation exists with classes like Automobile or Frog. These AVs accentuate
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the differences between the response patterns for open set images and the model’s AVs.

These distinctions demonstrate the potential for using them to enable deep networks

to support open-set recognition.

Figure 3.3: Visualization of activation vectors for CIFAR-10 classes and an Open Set
class Truck.
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Figure 3.4: Visualization of the 9 nodes represented in Figure 3.3 as (h1...h9) in the
last hidden layer for 9 known classes of CIFAR-10 dataset.

3.2 Understanding OpenMax: Inspiration for Our

Proposed Method

OpenMax is a state-of-the-art algorithm in the realm of open set recognition which

introduces a novel approach for handling open set scenarios by recalibrating the confi-

dence scores of predicted classes. In this section, we delve into its key components and

underlying mechanisms, and highlight how these insights have influenced the develop-

ment of our novel approach.

The OpenMax algorithm introduces a new layer, called the OpenMax layer, which

recalibrates the softmax scores produced by the softmax layer of a neural network. This

recalibration involves adjusting the softmax scores not only for known classes but also

for an additional unknown class. In traditional classification tasks, the output of the

penultimate layer is often treated as independent per-class score estimates. Each value

in this layer corresponds to the likelihood or confidence of the input belonging to a spe-

cific class. However, OpenMax takes a different perspective. Instead of viewing these
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per-class scores independently, OpenMax considers them as providing insights into the

distribution of related classes. This means that the activation values in the penultimate

layer are not just individual confidence scores but rather representations of how the in-

put data is distributed across different classes or categories. Initially, a neural network

undergoes training with the conventional Softmax layer to minimize cross-entropy loss.

After training, the activation vector of each training instance is computed and, using

these activation vectors the per-class mean of the activation vector is calculated for

each class separately over only correctly classified training examples. Then, a Weibull

distribution is fitted to each class to model the distribution of distances based on the

η largest distances between all correct training instances and their associated per-class

mean (see Figure 3.5). By fitting a Weibull distribution to these distances, OpenMax

captures the variability and distribution characteristics of the correct instances. This

information is utilized to compute the OpenMax score, which represents the likelihood

that an input belongs to a known class or an unknown class. The fitting of the Weibull

distribution involves estimating its parameters, such as shape and scale, from the se-

lected distances. These parameters characterize the distribution of distances for each

class. Let ρj = (τj, λj, κj) be an estimation of parameters for class j. Where τ , λ and

κ are the location, shape and scale parameters of the Weibull distribution.

During testing, each test sample goes through the OpenMax score calibration pro-

cess as the following. Having ρ as a vector of parameters for each class, the Weibull

CDF probability is used on the distance between a test sample x and per-class mean of

activation vector for the core of the rejection estimation. They expect the EVT function

of distance to provide a meaningful probability only for few top ranks. Thus, weights

are computed for the α largest activation classes and is used to scale the Weibull CDF

probability as:

ωi(x) = 1− α− i

α
e
−
(∥x−τ(i)∥

λ(i)

)k(i)

i = 1, ..., α (3.2)
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Figure 3.5: (a) Class particular distance distribution based on measured distance be-
tween each correctly classified training example and the associated per-class mean of
activation vector. (b) A Weibull distribution related to a certain number of the largest
such distances which is fitted separately for each class.

The revised activation vector is then computed with the top scores changed as:

V̂ (x) = V (X)ω(X) (3.3)

A pseudo-activation is computed for the unknown class, keeping the total activation

level constant as:

V̂0 (x) =
∑
i

Vi (x) (1− ωi(x)) (3.4)

The class probabilities (now including the unknown class) are then calculated using

Softmax on the new redistributed activation vector as:

P̂ (y = j | X) =
eV̂j(x)∑N
i=0 e

V̂i(x)
(3.5)

Finally, the class with the maximum over all probabilities is the predicted class:

y∗ = argmaxjP (y = j|x) (3.6)

For convenience they define the unknown class to be at index 0. So, OpenMax pro-
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vides probabilities that support explicit rejection when the unknown class (y = 0) has

the largest probability. This maximum probability is then subject to the uncertainty

threshold to support the rejection of uncertain inputs as well:

Reject input if y∗ == 0 or P (y = y∗|x) < ϵ (3.7)

The limitation of OpenMax is that this technique does not enhance the feature

representation to facilitate better detection of unknown samples. OpenMax employs

the standard cross-entropy loss function during neural network training, which may not

lead to class instances being consistently projected around their respective means. In

an ideal scenario, class instances would be tightly clustered around their respective class

means in the feature space. This would make it straightforward to use the distance

from the mean as a measure for classifying samples. However, in practice, neural

networks trained with cross-entropy optimize model parameters to minimize overall

error across the dataset, rather than explicitly encouraging tight clustering around

class means. Consequently, class instances may be dispersed or spread out in the

feature space. Therefore, using the distance from the per-class mean as a criterion

for detecting unknown samples may not always be accurate. Moreover, because the

testing distance function is not used during training (Euclidean distance), it might not

necessarily be the right distance function for that space.

3.3 Superlative Loss Function

The training phase of the proposed algorithm is depicted in Figure 3.6. In this figure,

the activation vector (
−→
AV ) of each training sample belonging to the K known classes

are visualized, with distinct colors assigned to each of the K known classes. The

algorithm begins by computing the means of the known classes as an initial step. To
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accomplish this, the mean activation vectors (
−−−→
MAV ) for each class are calculated by

averaging the
−→
AV values of the training instances associated with that class:

−−−→
MAV i =

1

Ni

Ni∑
n=1

−→
AV i,n

1 ≤ i ≤ K

(3.8)

In the above equation, for the K known classes, Ni is the number of training

examples in each class.
−→
AV i,n represents the activation vector of each training sample

n in the i-th known class, where 1 ≤ n ≤ Ni and 1 ≤ i ≤ K.

We utilize principal component analysis (PCA) to extract the principal components

from the mean activation vectors of each class. This enables us to efficiently reduce the

dimensionality of the data while preserving essential information encapsulated in these

components. The three highest-ranking principal components, denoted as PC1, PC2,

and PC3, are selected. Employing a restricted number of principal components not

only reduces the number of variables in the optimization process of declaring superla-

tive space, leading to less time consumption but also ensures that all features have the

desired impact based on their significant portion of the total variance. Additionally, it

enhances data exploration and visualization efficiency through dimensionality reduc-

tion, while also tackling the curse of dimensionality issue in high-dimensional spaces

[2]. This leads to more robust distance calculations that remain resilient against noise

distortion. It is worth mentioning that, we compute principal components once before

training for all examples. We save the coefficients corresponding to the top three prin-

cipal components as shown in yellow box in Figure 3.6. This precomputation reduces

the need for repeated PCA calculations during training. During the training phase, for

each iteration of a batch comprising 256 samples, we avoid the recalculations of prin-

cipal components. Instead, we leverage the precomputed coefficients of the top three
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principal components. This involves a simple matrix-vector multiplication, eliminating

the need for repetitive principal component computations. Consequently, the features

are represented in the feature space by three coordinates. In our approach, each class

is represented by a single point, denoted as
−−→
PM , which captures its projection onto

the three selected principal components.

Figure 3.6: An overview of acquiring the three highest-ranking principal components
and the projection of the Mean Activation Vector for each class.

After completing all the defined steps and variables, our primary objective is to

maximize the distance between the represented points (
−−→
PMs) within the feature rep-

resentation. To achieve this, we establish a boundary that encompasses these points.
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In determining the radius of this boundary, we prioritize the first principal component,

as it contributes the most to the overall variation. We subtract the maximum value

of PC1 from the minimum value of PC1 across all known classes, which provides us

with the maximum spread length. The hyperparameter Γ (where Γ ∈ R,Γ > 1) in

equation 3.11 effectively enhances the inter-class distance when combined with this

spread length. In our experiments, after conducting a spatial study and visualizing

the locations of the mean classes, we found that setting Γ = 2 accommodates both the

absence of overlap between classes and sufficient spacing for placing unknown samples.

The radius of the boundary denoted as Rb defined as the following.

PC1,max = max(
−−−→
Dim1) (3.9)

PC1,min = min(
−−−→
Dim1) (3.10)

Rb = Γ× (PC1,max − PC1,min) (3.11)

Subsequently, our objective is to maximize the distance between points in the space.

For this purpose, we have defined the following characteristics, which are applied to

each batch of training samples during the network training process to achieve the

ideal space we are aiming for. The first characteristic involves minimizing the distance

between each point’s current position
−−→
PM and the boundary, compelling them to move

closer to it. This process ensures maximum separation between points.

During the training of the network, this process is repeated for each batch of 256

samples. For each batch, we undertake the same process to obtain the
−−−→
MAV . Then,

we use the saved coefficients (matrix EV ) to project each class into the three selected

principal components and push each point towards the boundary. The overview of this

process is shown at the top of the Figure 3.7. We refer to this characteristic as the
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“boundary distance,”denoted by BD:

BD =
K∑
i=1

(Rb − ∥
−−→
PM i∥2)

2 (3.12)

Figure 3.7: An overview of the proposed method and the necessary steps required to
achieve the desired space.

During an experiment, we observed a situation where two points from different

classes come into close proximity to each other as they approach the boundary. This

undesired situation undermines the objective of maximizing the inter-class distances.

To address this challenge, we introduce an additional constraint that ensures that the

distance between each point and its nearest neighbor is maximized as they approach
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the boundary. This characteristic, known as “inter-separation”, is denoted by IS and

is defined as:

IS = max ∥
−−→
PM i −

−−→
PM j∥22

1≤i ̸=j≤K

(3.13)

By imposing this constraint, the algorithm ensures that points representing different

classes maintain a sufficient separation. This helps to preserve the performance of the

algorithm in terms of overall classification accuracy and maximization of inter-class

distances. To further enhance the feature space and optimize performance, we aim to

minimize the distance of each sample to its corresponding class mean. This is achieved

by first obtaining the activation vector value (referred to as
−−−→
SAV ) for each sample in a

batch of 256. Next, we multiply each
−−−→
SAV by the three highest-ranking predetermined

coefficients (matrix EV ) saved during the beginning of training. Subsequently, we

project each sample (referred to as
−→
PS) into a space defined by the three highest ranking

components (see the green box in Figure 3.7). Finally, we calculate the distance of each

sample to its corresponding class mean. The term “intra-compactness”, denoted by

IC, is used to describe this characteristic and defined as:

IC =
K∑
i=1

Ni∑
n=1

∥
−−→
PM i −

−→
PSn∥22 (3.14)

where
−→
PSn represents the principal components of each of the N samples from the

K known classes. By applying this equation, we compute the Euclidean distance

between each sample and its corresponding class mean. The superlative loss, which is

defined as a combination of the properties of boundary distance, inter-separation, and

intra-compactness, is utilized to train the network. This loss function, denoted as Ls,

is minimized using mini-batch stochastic gradient descent with backpropagation, and
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described as:

Ls = BD− IS+ IC (3.15)

Algorithm 1 presents a step-by-step explanation of the proposed method.

Algorithm 1: Training Phase

1: Input: (X, Y ): Training data and labels

2: Require: Activation levels in the penultimate layer
−→
AV i =

−→av1 . . .−−→avN , Where

i = 1...K for K known classes and N is the number of samples in each class

3: Require: The mean activation vector
−−−→
MAV i

4: coeff (internal n×m matrix with PAC coefficients, n is computed features and m

is the number of principal components) ← PCA(
−−−→
MAV )

5:
−−→
PM ← Multiply

−−−→
MAV by the coeff PCA coefficient matrix

6: Require: PC1,max ← max(
−−−→
Dim1), PC1,min ← min(

−−−→
Dim1), coeff PCA coefficient

matrix

7: for number of training iterations do

8: Sample a mini-batch (Xbatch, Ybatch) from (X, Y )

9: Compute:
−→
AV batch,i =

−→av1 . . .−−→avN , Where i = 1...K

10: Compute: The mean activation vector
−−−→
MAV batch,i

11:
−−→
MP batch,i ← Multiply

−−−→
MAV batch,i by the coeff PCA coefficient matrix.

12: BD ← (PC1,max, PC1,min,
−−→
MP batch,i)

13: IS ← (
−−→
MP batchi

,
−−→
MP batchj

) Where i ̸= j

14:
−−−→
PCAbatch ← Multiply Xbatch by the coeff PCA coefficient matrix.

15: IC ← (
−−→
MP batch,

−−−→
PCAbatch)

16: Ls ← BD− IS+ IC

17: Update parameters using stochastic gradient descent to minimize Ls loss

18: end for
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3.4 Prediction for Known and Unknown Classes

During the inference phase of OSR, the main task is to classify a set of K + 1 labels

into K + 1 distinct categories. Among these labels, the first K labels correspond

to the known classes that the classifier has been trained on. The remaining label,

(K + 1)st, is specifically assigned to represent the unknown class, indicating that an

instance does not belong to any of the defined classes. In open set recognition, it is

essential to set a threshold for uncertainty. This threshold serves as a criterion to

distinguish between known classes and unknown ones. Without such thresholding, a

deep neural network will always assign an open set image from an unknown category

to the class that SoftMax identifies with the maximum response. While open set

images may occasionally exhibit lower confidence, the maximum score will still lead to

an assigned class. When comparing the activation vectors of the input image to the

Mean Activation Vector (MAV) of the class to which it was assigned with the highest

response, we often observe significant differences between the input activation vector

and the MAV. In some cases, open set images may have activation responses closer

to the AV of the assigned class, but the overall activation level remains low and may

not be different enough to be rejected. This situation can arise when the input image

belongs to a category closely related to a known class or when the object in the image

is poorly defined, such as a small or indistinct object.

We adopted an approach where we estimate a separate threshold value for each class

instead of applying a uniform threshold across all classes. Through our experiments,

we observed that estimating a per-class threshold provides more accurate results. By

tailoring the threshold to the specific characteristics of each class, we can effectively

account for variations in the data distribution across different classes. To determine

the class-specific threshold, we follow a specific procedure. This threshold value defines
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the minimum distance required between an instance and its nearest class mean for it

to be classified as an unknown. After completing the training phase and updating

the network’s weights, we obtain learned superlative representation (
−−−→
MAV ) for each

of the K known classes. Subsequently, we calculate the distances between
−→
AV of each

training sample and its corresponding
−−−→
MAV . For each individual class, these distances

are sorted in ascending order to capture the largest of the distances. Then, we select

the distance value at the 99th percentile as the class-specific threshold. During testing,

we measure the distance between the
−→
AV of a test sample and the class means. This

distance is then compared to the threshold value defined specifically for each class. If

the distance exceeds the cutoff, it means that the sample is significantly further away

from the class means. In this case, the sample is categorized as an unknown class and

labeled as K+1. Conversely, if the distance falls below the threshold, it indicates that

the test sample is relatively closer to one of the known classes. The final prediction

is then determined by identifying the nearest class mean among the K known classes.

The test sample is assigned the label corresponding to the class with the closest mean

with the highest probability P :

y =

⎧⎪⎪⎨⎪⎪⎩
K + 1, if distance > threshold

argmax
1 ≤ i ≤ K

P (y = i | −→x ), otherwise
(3.16)

3.5 Summary

In this chapter, we propose a method for efficiently leveraging deep neural networks for

open set recognition. The proposed methodology discussed in this chapter performs

and improves the performance of DNN models in classification tasks. In Chapter 4, we

present experimental results and comparisons between the proposed superlative loss

and other methods. Additionally, in Chapter 5, we go beyond open set images and
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demonstrate the capability of the proposed model for handling adversarial examples.
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Chapter 4

Experimental Analysis

First, this section will provide an introduction to the specifics of the dataset and the

evaluation schemes. Next, we will outline the experimental setup and delve into the

exploration analysis.

4.1 Implementation Details

Figure 4.1 represents the network architecture implemented for this experiment using

TensorFlow, which consists of convolutional layers, max-pooling layers, and fully con-

nected layers. To elaborate on how the input image progresses through the network:

The initial input image, which is a 32x32x1 grayscale image, undergoes a series of

operations to extract meaningful features. The first layer of convolution applies a set

of 32 kernels, each with a size of 5x5 and a stride of 1, over the input image. These

kernels are small-sized matrices that slide over the input image, performing element-

wise multiplication at each position, and then summing up the results to produce a

single value (scalar) in the output feature map. Each kernel captures different pat-

terns or features from the input image like edges, textures, or shapes. We utilize the
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padding parameter set to ’SAME’, which ensures that the input volume is zero-padded

evenly at the borders, thereby enabling the output feature map to maintain identical

spatial dimensions to the input. In contrast, employing ’VALID’ padding results in no

padding, leading to a reduction in the spatial dimensions of the output feature map

compared to the input. By employing a kernel size of 5x5 in each convolution layer, the

padding value can be calculated as
⌊
filtersize−1

2

⌋
. Thus, with a kernel size of 5x5, the

padding value would be 2. Following this convolutional operation, a max-pooling layer

with a kernel size of 2x2 and a stride of 2 reduces the spatial dimensions of the feature

maps, effectively downsampling the extracted features while retaining important infor-

mation. A typical max pooling operation involves dividing the input feature map into

non-overlapping rectangular regions (usually 2x2 or 3x3), and taking the maximum

value from each region. The second convolutional layer further refines the extracted

features, employing 64 kernels with the same size (5x5) and stride (1) as the previous

layer. Another max-pooling layer with identical parameters (2x2 kernel size, 2 stride)

is then applied to downsample the feature maps generated by the second convolutional

layer. The specific configuration of these layers, including kernel sizes, strides, and

the number of kernels, can be observed in the provided diagram. After the convolu-

tional layers, two fully connected layers are employed to further process the extracted

features. The output of the last fully connected layer undergoes a Softmax function,

resulting in the generation of a probability distribution across the known classes. In

addition to the convolutional and fully connected layers, ReLU activation functions are

applied to introduce non-linearity, and a Dropout mechanism with a keep probability

of 0.2 is utilized to prevent overfitting in the fully connected layers. Furthermore, batch

normalization is applied to all layers to improve network performance and stability. To

train our networks effectively, we utilize the Adam optimizer with a learning rate of

0.001 for a total of 3000 iterations.
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Figure 4.1: Visualization of the network architecture.

We assessed the performance of our approach using a set of four distinct datasets.

MNIST consists of 70,000 gray scale images of handwritten numbers from 0 to 9. For

each class, around 6,000 training samples and 1000 test samples are used.

Fashion-MNIST is a collection of gray scale images featuring 10 classes of clothing

items. It comprises 60,000 training examples and 10,000 testing examples.

CIFAR-10 includes 60,000 32x32 color images distributed across 10 distinct classes,

with each class containing 6,000 images. The dataset is divided into 50,000 training

images and 10,000 test images. In our experimental setup, we transform the color

images into gray scale.

In each dataset, we randomly select six classes as the known classes during the train-

ing phase, while the remaining classes are considered unknown during testing. As a

result, we remove the instances belonging to unknown classes from the training set.

However, the test set remains unchanged, containing both known and unknown class in-

stances. This methodology enables us to simulate open-set recognition scenarios across

all datasets. For each dataset, we create three distinct groups of open-set datasets re-

ferred to as Set1, Set2, and Set3. Each set consists of a random selection of six known

classes, while the remaining four classes are designated as unknown classes. For exam-

ple, the specific sets chosen for MNIST dataset for evaluation in this study are defined

as Set1 = [0, 2, 3, 4, 6, 9], Set2 = [0, 1, 2, 5, 7, 8], and Set3 = [0, 1, 3, 4, 7, 8]. All other
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digits are considered as the unknown class in each set, respectively. We conducted

an evaluation of five different approaches in our implementation framework. The first

approach involves training a network, as shown in Figure 4.1, using the superlative

loss (Ls). As a baseline, the second approach focused on training a network using only

cross-entropy loss (CE). The third approach is based on OpenMax (OM) ([11]), which

we re-implemented using the original paper and the authors’ source code. Considering

that the superlative loss aims to enhance feature representation, it can be effectively

combined with various other loss functions. In our study, we employed a combination

of the superlative loss with both cross-entropy loss (Ls + CE) and OpenMax (Ls +

OM) as fourth and fifth approaches, respectively. This setup involved training the

network using the Ls in conjunction with CE or OM . In the training process, first,

the network weights are updated to minimize L(s), and subsequently, the weights are

updated to minimize the other respective losses. To assess the performance, we con-

duct a total of 36 runs, with 12 experiments conducted for each of Set1, Set2, and

Set3 for each of the five models. The findings, depicted in Figures 4.2, 4.3, and 4.4,

show the average precision and recall for 12 runs across Set1, Set2, and Set3. These

figures reveal that the performance of the combined models L(s)+CE and L(s)+OM

are superior to the standalone versions, and we can observe reduced variance in these

combined models as well.
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Figure 4.2: Average precision and recall with standard deviation error bars for Set1
over a total of 12 runs.
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Figure 4.3: Average precision and recall with standard deviation error bars for Set2
over a total of 12 runs.
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Figure 4.4: Average precision and recall with standard deviation error bars for Set3
over a total of 12 runs.

4.2 Performance Evaluation Metrics

To evaluate the performance of all the models across multiple classes, we employ pre-

cision, recall, F1 score, and accuracy. Precision measures the proportion of instances

correctly classified as belonging to a specific class out of all instances predicted to
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belong to that class and it is calculated as:

Precision =
TP

TP + FP
(4.1)

where TP (True Positives) represents the instances correctly classified as belonging

to the class, and FP (False Positives) represents the instances incorrectly classified as

belonging to the class. Recall assesses the classifier’s ability to correctly identify all

instances of a class out of all instances actually belonging to that class. It is calculated

as:

Recall =
TP

TP + FN
(4.2)

where FN (False Negatives) denotes instances of the class that were incorrectly clas-

sified as not belonging to the class. In multi-class classification, precision and recall

are computed for each class individually, treating each class as positive in turn and

the rest as negative. The mean precision and recall across all classes provide an ag-

gregate measure of the classifier’s performance. The F1 score is the harmonic mean of

precision and recall, offering a balanced assessment of the classifier’s performance. It

is calculated as:

F1 = 2× Precision× Recall

Precision + Recall
(4.3)

The F1 score combines precision and recall into a single metric, providing a compre-

hensive evaluation of the classifier’s effectiveness in multi-class classification tasks.

Tables 4.1, 4.2 and 4.3 present the evaluation results for the case of four unknown

classes out of ten classes for MNIST, Cifar and Fashion-MNIST datasets. The average

recalls, precisions, F1 scores, and accuracies are calculated for the K known classes and

the unknown class and then averaged across the K + 1 classes to obtain the Overall

values. As can be seen, L(s) + CE and L(s) + OM outperform their standalone ver-
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sions. Figures 4.5, 4.6, and 4.7 provide a better visualization of these improvements.

Specifically, combining CE with Ls results in a significant improvement across all met-

rics such as F1 score and accuracy. Similarly, combining Ls with OM leads to notable

improvement in overall F1 score and accuracy. Importantly, the Ls demonstrates en-

hanced robustness in detecting known and unknown classes compared to standalone

CE, with a notable improvement of 10.33% in overall F1 score. This improvement un-

derscores the effectiveness of the proposed method in detecting unknown classes while

also reducing the classification error of the training data, thereby achieving competitive

results compared to standalone CE in the classification task. This can be attributed

to two key factors. Firstly, in the superlative representation, the learned activation

vectors are more noticeable compared to conventional neural network features. Sec-

ondly, the superlative loss effectively guides the feature training process, enhancing the

intra-class compactness and inter-class separation of the feature representation. Con-

sequently, the combination of highly discriminative features and per-class thresholds

contributes to a substantial enhancement in unknown detection performance.

Table 4.1: Comparison of average precisions, recalls, F1 scores, and accuracies across
36 runs for the MNIST dataset.

Methods
Precision Recall F1 Score Accuracy

Overall Unknown Known Overall Unknown Known Overall Unknown Known Overall

CE 0.885 0.776 0.903 0.787 0.855 0.776 0.794 0.794 0.794 0.809

Ls+ CE 0.906 0.858 0.914 0.891 0.861 0.896 0.89 0.857 0.895 0.883

OM 0.891 0.946 0.882 0.941 0.786 0.966 0.909 0.853 0.918 0.894

Ls+OM 0.898 0.97 0.886 0.956 0.797 0.982 0.921 0.873 0.929 0.908

Ls 0.895 0.852 0.903 0.883 0.838 0.891 0.876 0.84 0.882 0.87
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Table 4.2: Comparison of average precisions, recalls, F1 scores, and accuracies across
36 runs for the Cifar dataset.

Methods
Precision Recall F1 Score Accuracy

Overall Unknown Known Overall Unknown Known Overall Unknown Known Overall

CE 0.58 0.42 0.61 0.4 0.66 0.36 0.42 0.49 0.41 0.48

Ls+ CE 0.61 0.49 0.62 0.58 0.6 0.6 0.59 0.51 0.6 0.56

OM 0.61 0.51 0.63 0.57 0.58 0.57 0.59 0.54 0.59 0.57

Ls+OM 0.63 0.57 0.64 0.67 0.53 0.7 0.65 0.53 0.67 0.61

Ls 0.56 0.64 0.57 0.62 0.41 0.68 0.57 0.45 0.6 0.54

Table 4.3: Comparison of average precisions, recalls, F1 scores, and accuracies across
36 runs for the Fashion-MNIST dataset.

Methods
Precision Recall F1 Score Accuracy

Overall Unknown Known Overall Unknown Known Overall Unknown Known Overall

CE 0.711 0.757 0.703 0.798 0.435 0.859 0.732 0.542 0.764 0.689

Ls+ CE 0.749 0.797 0.743 0.828 0.597 0.893 0.764 0.663 0.795 0.725

OM 0.715 0.797 0.702 0.816 0.423 0.882 0.74 0.539 0.773 0.698

Ls+OM 0.725 0.858 0.738 0.844 0.448 0.923 0.748 0.583 0.79 0.715

Ls 0.749 0.823 0.737 0.816 0.681 0.89 0.742 0.608 0.767 0.721

Figure 4.5: MNIST dataset overall metrics for standalone and combined methods for
36 runs.
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Figure 4.6: Cifar dataset overall metrics for standalone and combined methods for 36
runs.

Figure 4.7: Fashion-MNIST dataset overall metrics for standalone and combined meth-
ods for 36 runs.

4.2.1 Statistical Analysis of Combined Models

In this subsection, we investigate the enhancement of performance metrics achieved by

extending baseline models (CE and OM) with the superlative loss Ls. To quantify

the improvements, we utilize the one-sample t-test on Ls+CE and Ls+OM models.
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We compare the mean values of precision, recall, F1 score, and accuracy obtained

from the baseline CE and OM models with sample data (36 runs values) from their

respective extensions Ls+CE and Ls+OM . The t-test measures how far the sample

mean deviates from the population mean in terms of standard error units, providing

insights into the statistical significance of the observed improvements. Tables 4.4,

4.5, and 4.6 present the results of the one-sample t-test for each performance metric,

showcasing the calculated p-values. The blue highlighted spots indicate statistically

significant improvements with a 95% confidence level. A smaller p-value indicates

a higher level of significance in the observed improvement. If the p-value is smaller

than a chosen significance level of 0.05, we reject the null hypothesis, providing strong

evidence against it and suggesting a significant difference between the sample mean and

the population mean. Therefore, a small p-value signifies that the observed difference

between the sample mean and the population mean is unlikely to have arisen by random

chance alone. Rejecting the null hypothesis in favor of the alternative hypothesis

implies that there is a substantial difference between the two means, validating the

efficacy of the model extensions.

Table 4.4: P-values for Statistical Significance Testing for the MNIST dataset

Methods Baseline Precision Recall F1 Score Accuracy

Overall UnknownKnown Overall UnknownKnown Overall UnknownKnown Overall

Ls+ CE CE 2.82e-
10

3.38e-
09

0.002 6.23e-
15

0.430 9.92e-
14

6.78e-
19

1.84e-
16

6.74e-
19

3.08e-
18

Ls+OM OM 0.129 1.89e-
20

0.461 4.58e-
14

0.342 1.16e-
18

0.0004 0.005 0.0001 0.0007

Ls CE 0.003 1.10e-
06

0.932 4.04e-
11

0.130 2.35e-
10

6.61e-
13

2.73e-
09

5.77e-
13

1.94e-
12

4.2.2 Efficiency Comparison of Models in Training Time

Table 4.7 presents a comparison of the average training times across 36 runs for the

MNIST dataset with 3000 iterations. Despite the combined models of Ls + CE and
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Table 4.5: P-values for Statistical Significance Testing for the Cifar dataset

Methods Baseline Precision Recall F1 Score Accuracy

Overall UnknownKnown Overall UnknownKnown Overall UnknownKnown Overall

Ls+ CE CE 0.0002 1.37e-
17

2.9e-
06

9.19e-
17

3.84e-
14

5.54e-
17

4.71e-
19

0.9736 9.53e-
19

2.09e-
11

Ls+OM OM 2.36e-
05

5.13e-
06

6.44e-
07

2.37e-
09

9.06e-
16

2.38e-
12

0.064 9.51e-
10

0.0013 0.41101

Ls CE 1.01e-
09

3.5e-
13

2.86e-
10

0.0001 1.34e-
24

3.98e-
09

0.5261 7.14e-
14

0.5519 0.0009

Table 4.6: P-values for Statistical Significance Testing for the Fashion-MNIST dataset

Methods Baseline Precision Recall F1 Score Accuracy

Overall UnknownKnown Overall UnknownKnown Overall UnknownKnown Overall

Ls+ CE CE 4.29e-
14

9.77e-
12

1.67e-
13

2.1e-
12

3.41e-
17

2.9e-
11

1.3e-
13

1.1e-
19

2.9e-
12

1.6e-
18

Ls+OM OM 0.0115 1.62e-
27

2.48e-
12

1.14e-
13

0.0275 1.57e-
16

0.0194 2.83e-
05

9.09e-
06

2.08e-
10

Ls CE 1.88e-
08

1.21e-
17

3.95e-
06

3.97e-
05

2.99e-
07

1.41e-
07

0.0081 4.41e-
08

0.55 1.31e-
14

Ls + OM showcasing superior accuracy and F1 score performance compared to stan-

dalone versions, the training times remain nearly identical, with only a marginal in-

crease of approximately 1%, which is negligible. Moreover, comparisons between Ls

and CE models reveal that we can achieve even shorter training times without compro-

mising performance. These findings underscore the efficiency of our proposed method

in transforming samples to a more conducive space for open set recognition without

incurring additional time overhead.

The results obtained from the training time, coupled with performance metrics,

provide compelling evidence of the effectiveness of the proposed methodology. By con-

ducting principal component analysis (PCA) once before training on all examples, we

precompute and store the coefficients corresponding to the top three principal com-

ponents. This precomputation significantly diminishes time consumption compared to

algorithms that repeat PCA calculation during training.

Throughout the training phase, for each iteration of a batch comprising 256 samples,
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we circumvent the need for recalculating principal components. Instead, we leverage

the precomputed coefficients of the top three principal components. This process en-

tails a simple matrix-vector multiplication, effectively eliminating the requirement for

repetitive principal component computations.

The utilization of PCA facilitates efficient data dimensionality reduction while re-

taining crucial information. Limiting the number of principal components not only

simplifies the optimization process by reducing the number of variables but also ensures

that all features contribute meaningfully based on their proportion of total variance.

Consequently, this expedites data exploration and visualization while mitigating the

challenges associated with the curse of dimensionality in high-dimensional spaces. As

a result, more robust distance calculations are achieved, bolstering resilience against

noise distortion.

Method Training Time (seconds)

CE 1727
Ls+ CE 3257
OM 1702
Ls+OM 1711
Ls 1725

Table 4.7: Training time for different methods

4.2.3 Visualization of Class Separation Enhancement

Figure 4.8 visually presents the superlative space of Set1 of MNIST dataset when

subjected to the CE and Ls + CE models in a 2D space. The x-axis corresponds to

the first principal component (PC1), while the y-axis represents the second principal

component (PC2). From the graph, it can be observed that the six classes associated

with the CE model are roughly situated in the middle of the space. In contrast,

the classes of the Ls + CE model are positioned around them, exhibiting greater
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distances between the classes and greater compactness within each class individually.

This transformation serves the purpose of the Ls+CE approach, which aims to create

more separation between the classes, benefiting closed-set classification and improving

pen set recognition.

Figure 4.8: Feature space visualization of MNIST dataset in the experiments of CE vs
Ls+ CE. Labels 0,2,3,4,6,9 represent the known classes.
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Moreover, Figure 4.9 illustrates the representation of unknown samples. It is no-

table that the unknown samples are positioned at the origin, where low probabilities

are anticipated. In this depiction, we demonstrate that the combined model of Ls+CE

compactly clusters unknown samples at the origin even more effectively. Furthermore,

it is important to mention that the proposed feature space transformation does not

alter the placement of unknown samples; they remain stationary in the transformed

space, unlike known samples which are relocated.
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Figure 4.9: Representation of unknown samples of MNIST dataset and impact of
feature space transformation.

As part of our investigation, we examined the relationship between the squared

differences of the absolute feature values (feature magnitudes) of the six known classes

and the unknown class. These feature values were obtained from the last fully con-

nected layer before the softmax layer, demonstrating the spatial effectiveness of our
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proposed method in terms of Euclidean distance from features of unknown samples.

Figure 4.10 illustrates this relationship, with the x-axis representing the class index

of the six known classes and the y-axis representing their corresponding squared differ-

ences from the unknown class. It is evident that both the blue line, representing the

Ls method, and the combined Ls + CE method exhibit greater Euclidean distances

to unknown samples across all six known classes, compared to the green line, which

depicts the Euclidean distances of the six known classes to the unknown class in the

CE model.
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Figure 4.10: Squared differences of MAV values between the known and unknown
classes.

We further investigate the value of the mean activation vector (MAV) of the un-

known class in the last fully connected layer. The magnitude of these vectors is rela-

tively small, as depicted in the last rows of Figure 4.11. This small magnitude can be
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attributed to the absence of the unknown class during the training phase, resulting in

its features not being learned. By increasing the distance between the unknown and

known classes, we noticed that the unknown classes were less affected, as evidenced

by the heat maps of Ls and Ls+ CE models. Despite the augmented separation, the

MAV of the unknown class consistently remained close to the origin. This particular

characteristic enables us to utilize the distance from the class mean as an outlier score,

facilitating open set recognition.
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Figure 4.11: The heat map of mean activation vectors of the classes from the MNIST
dataset.
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4.3 Classification Accuracy Comparison

Figure 4.12 presents ROC curves and AUC scores for each of the five models to facilitate

comparison. The evaluation was carried out by randomly splitting the initial dataset

into 80% for training data and the remaining 20% for test data. This process was

repeated 12 times, and the resulting average ROC curve is displayed. Upon comparing

these curves, it becomes evident that both Ls + CE and Ls + OM outperform their

standalone versions across all datasets.

For instance, when combining CE with Ls on the Cifar dataset, the AUC score is

0.75, while the standalone CE achieves an AUC of 0.68. Similarly, combining Ls with

OM also leads to a notable improvement. Notably, Ls demonstrates a superior AUC

score when compared to standalone CE.

4.4 Degree of Openness

We also investigate the model’s performance under different degrees of openness ([161]),

which is defined by considering the number of classes seen during training (Ctrain), the

number of classes in the test set (Ctest), and the number of classes to be identified during

testing (Ctarget). The degree of openness is calculated using the following equation:

openness = 1−

√
2× Ctrain

Ctest + Ctarget

(4.4)

In this equation, Ctarget is defined as Ctrain + 1. Figure 4.13 displays the results

obtained as the number of known classes varies. The x-axis represents the number of

known classes (Ctrain), while the y-axis corresponds to the output of the above equation,

indicating the degree of openness. For our experiments, we examine three degrees
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Figure 4.12: Recursive Operating Curve (ROC) comparison for three datasets.
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Figure 4.13: Relationship between the number of known classes and degree of openness.

of openness: 8%, 16%, and 27%, as depicted in the figure. In our experimentation

using the Fashion-MNIST dataset, we maintain all ten classes during the testing phase

(Ctest = 10). The number of known classes in the training phase varies as 8, 6, and 4,

while the remaining classes are treated as the unknown class to be recognized alongside

the known classes during inference (Ctarget = Ctrain+1). This setup results in openness

variations of 8%, 16%, and 27%. A higher openness score indicates a greater number of

classes considered as unknown. The evaluation involves assessing the overall F1 scores

of different models, and the results are depicted in Figure 4.14. This figure illustrates

how the F1-score changes across different degrees of openness for each individual model.

We observe that as openness increases, the overall performance of all models decreases.

The rate of this decline is minimal for Ls and Ls + OM methods that shows more

stability across values of openness for these models. The other important finding here
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Figure 4.14: F1 scores against varying openness for Fashion-MNIST.

is that as we increase openness, the dispersion of the F1 score increases. However,

when using loss functions Ls + CE and Ls + OM , this dispersion reduces, indicating

greater stability in these models. Therefore, as the number of unknowns grows, not

only do we maintain a higher level of F1 score, but the variability among the 36 runs

diminishes, demonstrating increased stability.
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4.4.1 Summary

In this chapter, we assessed the performance metrics of the proposed superlative loss

algorithm across three distinct datasets. We demonstrated that combining Ls with

cross-entropy (Ls + CE) and OpenMax (Ls + OM) provides superior performance

metrics compared to the standalone versions of CE and OM . Our evaluation com-

prised 36 runs for each model across the three different datasets. We showed that, in

the majority of cases, the results exhibited statistically significant improvements, as

indicated by p-values. Furthermore, the combined models of Ls + CE and Ls + OM

exhibited increased performance and reduced variance with increasing openness com-

pared to standalone models.
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Chapter 5

Adversarial Examples

Research, such as [123, 63], has shown that DNNs are particularly vulnerable to fooling

or adversarial examples, and the accuracy of these models can be reduced when facing

these examples, as shown in [180]. Fooling examples are generated with the intention of

being misclassified by the classifier as belonging to a particular class, often referred to

as the target class. These examples are crafted in such a way that to human observers,

they often appear as random noise or patterns. This means that the perturbations or

alterations made to the input data are imperceptible or difficult for humans to discern.

Despite being unrecognizable to humans, a DNN categorizes these examples with high

certainty as members of the target class. This highlights the ability of adversarial

examples to exploit the model’s vulnerabilities, leading to incorrect classifications.

Essentially, these artificially constructed examples are fully imperceptible to humans,

but the classifier identifies them as members of the desired classes and labels them with

high certainty (see Figure 5.1(c)). A more restrictive case is rejecting an adversarial

example [180]– a visually similar input to the training dataset with small but intentional

perturbations, such that it is mislabeled by a classifier as an entirely different class with

high confidence (see Figure 5.1(d)).
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Figure 5.1: Examples of an original, open set, fooling, and adversarial images taken
from [12]. (b) Example of a real image from an unknown category which is mapped
to the class with the maximum response provided by Softmax. (c) A fooling input
image which is unrecognizable to humans, but DNNs believe with high certainty to be
a Hammerhead. (d) An adversarial image specifically constructed from hammerhead
to scuba to fool DNNs into making an incorrect detection.

These inputs are derived from natural inputs in the training set and testing set.

Suppose F is a trained DNN classification model and x is a natural input that is

correctly classified, i.e., C(x) = l, where C(x) means the classification of F on x

predicted as class l. Then, an adversary can produce a new input x∗ that is similar

to x but is classified incorrectly, i.e., C(x∗) ̸= l. In this simple case, the input is

misclassified in a class different from the legitimate source class. A more restrictive

case is where the adversary chooses a specific target class t ̸= l and crafts the adversarial

example x∗ close to x, and yet that gets misclassified such that C(x∗) = t. Adversarial

example generation methods exploit gradient-based optimization for normal samples to

find a small perturbation in a direction that maximizes the chance of misclassification.

The radius of the search area around the natural samples and the used loss function
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to guide the direction are parameters that differ in these techniques.

[182] proposed the ‘boundary tilting’ perspective to explain the existence of adver-

sarial samples for DNNs. They argued that adversarial examples stay near the classifi-

cation boundaries and in regions where these boundaries are close to a sub-manifold of

the data. [57] proposed that the true label of natural inputs can be changed by moving

away from the manifold of the training data. Based on these studies, [50] assumed that

by moving away from a point x belonging to a source class C(x) = l, the generated

adversarial sample x∗ must be pushed off of the data manifold and is classified incor-

rectly as C(x∗) = ĺ. Figure 5.2 depicts two sub-manifolds of circle and triangle that

are separated by classification boundary (dashed line). Three possible situations for

the location of adversarial examples are shown in a, b, and c insets, respectively. In

these two-dimensional binary classification settings, x∗ lies off its associated manifold.

Figure 5.2: (a): The adversarial example x∗ is generated by traversing away from ‘◦’
sub-manifold, but it is still far away from the ‘△’ sub-manifold. (b): the adversarial
example x∗ is near the ‘△’ sub-manifold but not on it, and it is also near the decision
boundary (dashed line). (c): there exists a pocket in ‘△’ sub-manifold that allows x∗

lying in sub-manifold of the wrong label and far away from classification boundary.

This work [50] is based on performing kernel density estimation on the outputs

of the final hidden layer learned by the model. Specifically, given the point x with

predicted class l, the density estimate is defined as:

K̂(x) =
1

|Xl|
∑
xi∈Xl

exp(
|Z(x)− Z(xi)|2

σ2
) (5.1)
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Where Xl is a set of training points with label l and Z(x) is the output of the last

hidden layer of a neural network for point x. The motivation behind using the outputs

of the final layer is that this layer can provide more simplified manifolds to work with

than input space. The deeper representations of a neural network can capture high-

level semantic information about the input. Then, they investigate how far point x is

from the final predicted class l. They argued that adversarial samples are likely to be

in region of lower density estimates. Therefore, the classifier thresholds on the kernel

density of the sample based on a selected threshold τ and reports x as adversarial if

K̂(x) < τ .

While this approach can easily detect an adversarial example that is far from ‘△’

sub-manifold (Figure 5.2.a), it does not work well for two cases: when x∗ falls near ‘△’

sub-manifold (Figure 5.2.b), and for a more difficult detection when x∗ lies in the pocket

of wrong sub-manifold (Figure 5.2.c). They showed that the density estimation of the

adversarial sample decreases for the correct class and increases for the incorrect class.

In the proposed feature space we aim to have a representation that pushes between-

class distances and separates instances from different classes. In this setting different

sub-manifolds are further apart and well separated which leads to larger spaces among

them. Consequently, this approach has the capability to cover all the cases and the

adversarial examples can easily be detected. We will discuss this capability in the next

section.

For evaluation purpose, we use Fast Gradient Sign Method (FGSM)[63] to generate

adversarial samples. The adversarial sample x∗ in FGSM method is calculated as

x∗ = x+ ϵ sign(▽xJ(θ, x, y)) (5.2)

In this respect, J(θ, x, y) denotes the model’s loss function that specifies the cost of
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classifying the point x as label y. θ represents the model parameters and ϵ is a binary

constant that controls the perturbation magnitude. This attack uses the derivative

of the loss function with respect to the input feature vector. The original input x is

perturbed in the direction of the loss gradient by magnitude ϵ. A FGSM is a type

of white-box attack in which the attacker has access to the loss function and model

parameters, in contrast to black-box attacks that the intruder does not have knowledge

of the model.

The difficulty level of rejecting adversarial examples depends on how close the

example is to the target class. For instance, if an adversarial example like a salmon

shark is produced from a nearby class like a hammerhead, it will fail to be rejected as an

unknown. However, if this example is generated from a faraway target class like scuba,

it will be rejected as an unknown due to a remarkable difference in the output scores.

That is why most of the studies proposed for OSR do not consider these examples in

their experiments.

5.1 Experimental Results

In the experimental phase of our study, the CIFAR dataset was selected as the basis for

our investigation. From the original set of 10 classes, we extracted four classes to serve

as the unknown classes in our experiments. The test set comprised a combination

of both known and unknown classes. Figure 5.3 illustrates a selection of samples

from the CIFAR dataset, showcasing instances of known, adversarial, and unknown

samples. In this context, the known classes include frog, cat, truck, airplane, deer, and

bird. Adversarial examples are generated using the Fast Gradient Sign Method with

an epsilon value of 0.1 applied to a batch of these known samples. The figure further

includes open-set images representing classes such as horse, ship, dog, and automobile.
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Figure 5.3: Examples of original, open set, and adversarial images for Cifar dataset.
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Figure 5.4(a) depicts a conventional neural network using cross entropy, which

notably struggles to identify adversarial examples. In this case, none of the adversarial

examples can be detected. In contrast, Figure 5.4(b), where the superlative loss is

combined with cross entropy, demonstrates a remarkable capability to detect 7 out of

15 adversarial instances as unknown, as evidenced by these 15 representative samples.

Figure 5.4: Exploring the Cross-Entropy model for adversarial example detection and
comparing its efficacy against a combined model approach.
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Figure 5.5 further extends the exploration by showcasing the capability of the Open-

Max model in detecting adversarial examples. Additionally, it highlights the effective-

ness of superlative loss alone, as well as when combined with OpenMax. These models

can automatically detect many unknown open-set and adversarial images, demonstrat-

ing an ability to classify adversarial examples as unknown.

To gauge the accuracy of these models in detecting adversarial samples, we con-

ducted 12 distinct experiments for each of the five models. In each experiment, 10,000

random examples from the training dataset were selected, and adversarial examples

were generated using Fast Gradient Sign Method with an epsilon of 0.1. The predicted

labels for these examples were obtained, and using the true labels, the average ac-

curacy was calculated over the 12 runs for each model. To calculate the adversarial

example accuracy, the number of adversarial examples detected correctly as unknown

is divided by the total number of adversarial examples. The comprehensive results of

these experiments are presented in Table 5.1.

Table 5.1: Performance of Different Models on Adversarial and Unknown Accuracy

Methods Adversarial Accuracy Unknown Accuracy

Superlative OpenMax (Ls+OM) 0.634392 0.556122
OpenMax (OM) 0.665556 0.561998
Superlative Cross Entropy (Ls+ CE) 0.821979 0.509434
Cross Entropy (CE) 0.527865 0.480681
Superlative (Ls) 0.752873 0.525353

5.1.1 Summary

In this chapter, we explore the significance of feature space exploration beyond open set

recognition, particularly in the domain of adversarial example detection. We demon-

strate that a conventional neural network employing vanilla cross entropy struggles to
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identify adversarial examples, as evidenced by its failure to detect any in our depicted

scenario. However, upon integrating superlative loss with cross entropy, a notable

improvement is observed in detecting 7 out of 15 adversarial examples as unknown.

By showcasing the effectiveness of superlative loss both independently and in com-

bination with OpenMax, we highlight the models’ capacity to automatically detect

numerous unknown open-set and adversarial images. This capability is instrumental

in accurately detecting adversarial examples as unknown. In the upcoming chapter, we

will consolidate our findings and conclusions, and outline potential avenues for future

research.
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Figure 5.5: Exploring the OpenMax model for adversarial example detection and com-
paring its efficacy against Superlative and the combined model approaches.
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Chapter 6

Conclusions

Machine learning-based techniques offer numerous opportunities and advancements for

deriving deeper and more practical insights from data, which can be beneficial across

various applications. However, the majority of these techniques primarily address the

conventional closed-set scenario, where the label spaces for the training and test sets

are identical. Open set recognition (OSR) seeks to address classification tasks in a

manner that more closely resembles reality, focusing on not only classifying known

classes but also effectively detecting unknown classes. In such scenarios, the training

set may not encompass all possible classes, and the system must accurately identify

unknown samples during testing.

However, constructing an accurate and comprehensive model in a dynamic real-

world environment presents several challenges. It is often impractical to train for

every potential example of unknown items, and models may fail when tested in diverse

settings. This study introduces an algorithm that explores a novel representation of

the feature space to enhance detection of unknowns in OSR tasks. The method aims to

reposition and compact features to increase separation between samples from different

classes while bringing samples from the same classes closer together, thereby enhancing
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the discriminative space and improving the detection of unknown samples.

The incorporation of Principal Component Analysis (PCA) into the optimization

process proves highly advantageous in terms of simulation time, visualization, and per-

formance. Particularly for datasets with a large number of features, the benefits of

PCA are particularly evident. The performance of the proposed method is demon-

strated on three established datasets, indicating its superiority over baseline methods

in terms of accuracy and F1-score without requiring additional training time.

Categorized within the broader literature into three categories—training with bor-

rowed additional data, training with generated additional data, and training with-

out additional data—the proposed algorithm falls into the third category. Conse-

quently, this robust model does not necessitate borrowing or generating additional

data, nor does it require complex network architectures that can be both costly and

time-consuming.

The proposed method is effective for addressing OSR problems in Deep Neural

Networks and is adaptable to various loss functions and neural architectures. Its ef-

ficacy is demonstrated by combining it with both cross-entropy loss and OpenMax, a

state-of-the-art algorithm. Furthermore, we illustrate that this new feature space is

capable of effectively detecting adversarial examples. The parts of this dissertation

were published in peer-reviewed conferences and are listed below:

Atefeh Mahdavi and Marco Carvalho. A survey on open set recognition.

In 2021 IEEE Fourth International Conference on Artificial Intelligence and

Knowledge Engineering (AIKE), pages 37–44. IEEE, 2021.

Atefeh Mahdavi and Marco Carvalho. Informed decision-making through

ad- vancements in open set recognition and unknown sample detection.

In 2024 57th Hawaii International Conference on System Sciences, pages

1090–1099, 2024.
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